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2.1  Population health 

 e l l e n  n o lt e ,  c h r i s  b a i n ,  
 m a r t i n  m c k e e

Introduction

Health systems have three goals: (i) to improve the health of the popu-
lations they serve; (ii) to respond to the reasonable expectations of 
those populations; and (iii) to collect the funds to do so in a way that 
is fair (WHO 2000). The first of these has traditionally been captured 
using broad measures of mortality such as total mortality, life expec-
tancy, premature mortality or years of life lost. More recently these 
have been supplemented by measures of the time lived in poor health, 
exemplified by the use of disability-adjusted life years (DALYs). 

These measures are being employed increasingly as a means of 
assessing health system performance in comparisons between and 
within countries. Their main advantage is that the data are generally 
available. The most important drawback is the inability to distinguish 
between the component of the overall burden of disease that is attribu- 
table to health systems and that which is attributable to actions initi-
ated elsewhere. The world health report 2000 sought to overcome 
this problem by adopting a very broad definition of a health system 
as “all the activities whose primary purpose is to promote, restore or 
maintain health” (WHO 2000) (Box 2.1.1). A somewhat circular logic 
makes it possible to use this to justify the use of DALYs as a measure 
of performance. However, in many cases policy-makers will wish to 
examine a rather more narrow question – how is a particular health 
system performing in the delivery of health care?

This chapter examines some of these issues in more detail. It does 
not review population health measurement per se, as this has been 
addressed in detail elsewhere (see, for example, Etches et al. 2006; 
McDowell et al. 2004; Murray et al. 2000; Murray et al. 2002; 
Reidpath 2005). However, we give a brief overview of some measures 
that have commonly been used to assess population health in relation 
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to health-care performance (Annex 1 & 2). We begin with a short 
historical reflection of the impact of health care on population health. 
We discuss the challenges of attributing population health outcomes 
to activities in the health system, and thus of identifying indicators 
of health system performance, before considering indicators and 
approaches that have been developed to relate measures of health at 
the population level more closely to health-care performance.

Does health care contribute to population health?

There has been long-standing debate about whether health services 
make a meaningful contribution to population health (McKee 1999). 
Writing from a historical perspective in the late 1970s, several authors 
argued that health care had contributed little to the observed decline in 

Box 2.1.1 Defining health systems

Many activities that contribute directly or indirectly to the provi-
sion of health care may or may not be within what is considered to 
be the health system in different countries (Nolte et al. 2005). Arah 
and colleagues (2006) distinguish between the health system and the 
health-care system. The latter refers to the “combined functioning 
of public health and personal health-care services” that are under 
the “direct control of identifiable agents, especially ministries of 
health.” In contrast, the health system extends beyond these bound-
aries “to include all activities and structures that impact or deter-
mine health in its broadest sense within a given society”. This closely 
resembles the World Health Organization (WHO) definition of a 
health system set out in The world health report 2000 (WHO 2000). 
Consequently, health-care performance refers to the “maintenance 
of an efficient and equitable system of health care”, evaluating the 
system of health-care delivery against the “established public goals 
for the level and distribution of the benefits and costs of personal 
and public health care” (Arah et al. 2006). Health system perform- 
ance is based on a broader concept that also takes account of deter-
minants of population health not related to health care, principally 
building on the health field concept advanced by Lalonde and thus 
subsuming health-care performance (Lalonde 1974).
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mortality that had occurred in industrialized countries from the mid- 
nineteenth to the mid-twentieth century. It was claimed that mortality 
improvements were most likely to be attributable to the influence of 
factors outside the health-care sector, particularly nutrition, but also 
to general improvements in the environment (Cochrane et al. 1978; 
McKeown 1979; McKinlay & McKinlay 1977). 

Much of this discussion has been linked to the work of Thomas 
McKeown (Alvarez-Dardet & Ruiz 1993). His analysis of the mortal-
ity decline in England and Wales between 1848/1854 and 1971 illus-
trated how the largest part of an observed fall in death rates from 
tuberculosis (TB) predated the introduction of interventions such as 
immunization or effective chemotherapy (McKeown 1979). He con-
cluded that “specific measures of preventing or treating disease in the 
individual made no significant contribution to the reduction of the 
death rate in the nineteenth century” (McKeown 1971), or indeed 
into the mid-twentieth century. His conclusions were supported by 
contemporaneous work which analysed long-term trends in mortal-
ity from respiratory TB until the early and mid-twentieth century in 
Glasgow, Scotland (Pennington 1979); and in England and Wales, 
Italy and New Zealand (Collins 1982); and from infectious diseases 
in the United States of America in the early and mid-twentieth century 
(McKinley & McKinley 1977). 

Recent reviews of McKeown’s work have challenged his sweeping 
conclusions. They point to other evidence, such as that which demon-
strated that the decline in TB mortality in England and Wales in the 
late nineteenth and early twentieth centuries could be linked in part to 
the emerging practice of isolating poor patients with TB in workhouse 
infirmaries (Fairchild & Oppenheimer 1998; Wilson 2005). Nolte 
and McKee (2004) showed how the pace at which mortality from TB 
declined increased markedly following the introduction of chemother-
apy in the late 1940s, with striking year-on-year reductions in death 
rates among young people. Others contended that McKeown’s focus 
on TB may have overstated the effect of changing living standards and 
nutrition (Szreter 1988) and simultaneously underestimated the role 
of medicine. For example, the application of inoculation converted 
smallpox from a major to a minor cause of death between the late 
eighteenth and early nineteenth centuries (Johansson 2005). 

Similarly, Schneyder and colleagues (1981) criticized McKinley 
and McKinley’s (1977) analysis for adopting a narrow interpreta-
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tion of medical measures, so disregarding the impact of basic pub-
lic health measures such as water chlorination. Evidence provided 
by Mackenbach (1996), who examined a broader range of causes 
of death in the Netherlands between 1875/1879 and 1970, also sug-
gests that health care had a greater impact than McKeown and others 
had acknowledged. Mackenbach (1996) correlated infectious disease 
mortality with the availability of antibiotics from 1946 and deaths 
from common surgical and perinatal conditions with improvements in 
surgery and anaesthesia and in antenatal and perinatal care since the 
1930s. He estimated that up to 18.5% of the total decline in mortal-
ity in the Netherlands between the late nineteenth and mid-twentieth 

centuries could be attributed to health care.
However, this debate does not address the most important issue. 

McKeown was describing trends in mortality at a time when health 
care could, at best, contribute relatively little to overall population 
health as measured by death rates. Colgrove (2002) noted that there 
is now consensus that McKeown was correct to the extent that “cura-
tive medical measures played little role in mortality decline prior to the 
mid-20th century.” However, the scope of health care was beginning 
to change remarkably by 1965, the end of the period that McKeown 
analysed. A series of entirely new classes of drugs (for example, thiazide 
diuretics, beta blockers, beta-sympathomimetics, calcium antagonists) 
made it possible to control common disorders such as hypertension 
and chronic airways diseases. These developments, along with the 
implementation of new and more effective ways of organizing care 
and the development of evidence-based care, made it more likely that 
health care would play a more important role in determining popula-
tion health. 

How much does health care contribute to population health?

Given that health care can indeed contribute to population health – how 
much of a difference does it actually make? Bunker and colleagues (1994) 
developed one approach to this question, using published evidence 
on the effectiveness of specific health service interventions to estimate 
the potential gain in life expectancy attributable to their introduction.  
For example, they examined the impact of thirteen clinical preventive 
services (such as cervical cancer screening) and thirteen curative services 
(such as treatment of cervical cancer) in the United States and estimated 
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a gain of eighteen months from preventive services. A potential further 
gain of seven to eight months could be achieved if known efficacious 
measures were made more widely available. The gain from curative 
services was estimated at forty-two to forty-eight months (potential 
further gain: twelve to eighteen months). Taken together, these calcu- 
lations suggest that about half of the total gain in life expectancy (seven 
to seven and a half years) in the United States since 1950 may be 
attributed to clinical preventive and curative services (Bunker 1995). 

Wright and Weinstein (1998) used a similar approach to look at a 
range of preventive and curative health services but focused on inter-
ventions targeted at populations at different levels of risk (average and 
elevated risk; established disease). For example, they estimated that a 
reduction in cholesterol (to 200 mg/dL) would result in life expectancy 
gains of fifty to seventy-six months in thirty-five year-old people with 
highly elevated blood cholesterol levels (> 300 mg/dL). In comparison, it 
was estimated that life expectancy would increase by eight to ten months 
if average-risk smokers aged thirty-five were helped to stop smoking.

Such analyses provide important insights into the potential contri-
bution of health care to population health. However, they rest on the 
assumption that the health gains reported in clinical trials translate 
directly to the population level. This is not necessarily the case (Britton 
et al. 1999) as trial participants are often highly selected subsets of 
the population, typically excluding elderly people and those with co-
morbidities. Also, evaluations of individual interventions fail to cap-
ture the combined effects of integrated and individualized packages 
of care (Buck et al. 1999). The findings thus provide little insight into 
what health systems actually achieve in terms of health gain or how 
different systems compare. 

An alternative approach uses regression analysis to identify any 
link between inputs to health care and health outcomes although 
such studies have produced mixed findings. Much of the earlier work 
failed to identify strong and consistent relationships between health-
care indicators (such as health-care expenditure, number of doctors) 
and health outcomes (such as (infant) mortality, life expectancy) but 
found socio-economic factors to be powerful determinants of health 
outcomes (Babazono & Hillman 1994; Cochrane et al. 1978; Kim 
& Moody 1992). More recent work has provided more consistent 
evidence. For example, significant inverse relationships have been 
established between health-care expenditure and infant and premature 
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mortality (Cremieux et al. 1999; Nixon & Ulmann 2006; Or 2000); 
and between the number of doctors per capita and premature and 
infant mortality, as well as life expectancy at age sixty-five (Or 2001). 

Other studies have asked whether the organization of health-care 
systems is important. For example, Elola and colleagues (1995), and 
van der Zee and Kroneman (2007) studied seventeen health-care sys-
tems in western Europe. They distinguished national health service 
(NHS) systems (such as those in Denmark, Ireland, Italy, Spain, United 
Kingdom) from social security systems (such as those in Germany, 
Austria, the Netherlands). Controlling for socio-economic indica-
tors and using a cross-sectional analysis, Elola and colleagues (1995) 
found that countries with NHS systems achieve lower infant mortality 
rates than those with social security systems at similar levels of gross 
domestic product (GDP) and health-care expenditure. In contrast, van 
der Zee and Kroneman (2007) analysed long-term time trends from 
1970 onwards. They suggest that the relative performance of the two 
types of systems changed over time and social security systems have 
achieved slightly better outcomes (in terms of total mortality and life 
expectancy) since 1980, when inter-country differences in infant mor-
tality became negligible.

These types of study have obvious limitations arising from data 
availability and reliability as well as other less-obvious limitations. 
One major weakness is the cross-sectional nature that many of them 
display. Gravelle and Blackhouse (1987) have shown how such analy-
ses fail to take account of lagged relationships. An obvious example is 
cancer mortality, in which death rates often reflect treatments under-
taken up to five years previously. Furthermore, a cross-sectional design 
is ill-equipped to address adequately causality and such models often 
lack any theoretical basis that might indicate what causal pathways 
may exist (Buck et al. 1999). However, the greatest problem is that the 
majority of studies of this type employ indicators of population health 
(for example, life expectancy and total mortality) that are influenced 
by many factors outside the health-care sector. These include policies 
in sectors such as education, housing and employment, where the pro-
duction of health is a secondary goal. 

This is also true of more restricted measures of mortality. Thus, 
infant mortality rates are often used in international comparisons to 
capture health-care performance. Yet, deaths in the first four weeks of 
life (neonatal) and those in the remainder of the first year (postneo-
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natal) have quite different causes. Postneonatal mortality is strongly 
related to socio-economic factors while neonatal mortality more closely 
reflects the quality of medical care (Leon et al. 1992). Consequently, 
assessment of the performance of health care per se requires identifica-
tion of the indicators of population health that most directly reflect 
that care. 

Attributing indicators of population health to activities in the 
health system 

As noted in the previous section, the work by Bunker and colleagues 
(1994) points to a potentially substantial contribution of health care 
to gains in population health, although that contribution has not 
been quantified. In some cases the impact of health care is almost self-
evident, as is the case with vaccine-preventable disease. This is illus-
trated by the eradication of smallpox in 1980 that followed systematic 
immunization of entire populations in endemic countries, and also by 
antibiotic treatment of many common infections. The discovery of 
insulin transformed type I diabetes from a rapidly fatal childhood ill-
ness to one for which optimal care can now provide an almost normal 
lifespan. In these cases, observed reductions in mortality can be attrib-
uted quite clearly to the introduction of new treatments. For example, 
there was a marked reduction in deaths from testicular cancer in the 
former East Germany when modern chemotherapeutic agents became 
available after unification (Becker & Boyle 1997). In other situations 
the influence is less clear, particularly when the final outcome is only 
partly attributable to health care. In this chapter we use the examples 
of ischaemic heart disease, perinatal mortality and cancer survival to 
illustrate some of the challenges involved in using single indicators of 
population health to measure health system performance.

Ischaemic heart disease

Ischaemic heart disease is one of the most important causes of prema-
ture death in industrialized countries. Countries in western Europe 
have had great success in controlling this disease and death rates have 
fallen, on average, by about 50% over the past three decades (Kesteloot 
et al. 2006) (Fig. 2.1.1). Many new treatments have been introduced 
including new drugs for heart failure and cardiac arrhythmias; new 
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technology, such as more advanced pacemakers; and new surgical 
techniques, such as angioplasty. Although still somewhat contro- 
versial, accumulating evidence suggests that these developments have 
made a considerable contribution to the observed decline in ischaemic 
heart disease mortality in many countries.

Beaglehole (1986) calculated that 40% of the decline in deaths from 
ischaemic heart disease in Auckland, New Zealand between 1974 and 
1981 could be attributed to advances in medical care. Similarly, a 
study in the Netherlands estimated that specific medical interventions 
(treatment in coronary care units, post-infarction treatment, coronary 
artery bypass grafting (CABG)) had potentially contributed to 46% of 
the observed decline in mortality from ischaemic heart disease between 
1978 and 1985. Another 44% was attributed to primary prevention 

Fig. 2.1.1 Mortality from ischaemic heart disease in five countries, 1970–2004 

Source: OECD 2007
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efforts such as smoking cessation, strategies to reduce cholesterol lev-
els and treatment of hypertension (Bots & Grobee 1996). 

Hunink and colleagues (1997) estimated that about 25% of the 
decline in ischaemic heart disease mortality in the United States 
between 1980 and 1990 could be explained by primary prevention 
and another 72% was due to secondary reduction in risk factors or 
improvements in treatment. Capewell and colleagues (1999, 2000) 
assessed the contribution of primary (such as treatment of hyperten-
sion) and secondary (e.g. treatment following myocardial infarction) 
prevention measures to observed declines in ischaemic heart disease 
mortality in a range of countries during the 1980s and 1990s. Using 
the IMPACT model, they attributed between 23% (Finland) and 
almost 50% (United States) of the decline to improved treatment. 
The remainder was largely attributed to risk factor reductions (Table 
2.1.1) (Ford et al. 2007). These estimates gain further support from 
the WHO Multinational Monitoring of Trends and Determinants in 
Cardiovascular Disease (MONICA) project which linked changes in 
coronary care and secondary prevention practices to the decline in 
adverse coronary outcomes between the mid-1980s and the mid-1990s 
(Tunstall-Pedoe et al. 2000). 

In summary, these findings indicate that between 40% and 50% of 
the decline in ischaemic heart disease in industrialized countries can 
be attributed to improvements in health care. Yet, it is equally clear 
that large international differences in mortality predated the advent of 
effective health care, reflecting factors such as diet, rates of smoking 
and physical activity. Therefore, cross-national comparisons of ischae-
mic heart disease mortality have to be interpreted in the light of wider 
policies that determine the levels of the main cardiovascular risk fac-
tors in a given population (Box 2.1.2).

The nature of observed trends may have very different explanations. 
This is illustrated by the former East Germany and Poland, which both  
experienced substantial declines in ischaemic heart disease mortality 
during the 1990s – reductions of approximately one fifth between 
1991/1992 and 1996/1997 among those aged under seventy-five years 
(Nolte et al. 2002). 

In Poland, this improvement has been largely attributed to changes 
in dietary patterns, with increasing intake of fresh fruit and veg- 
etables and reduced consumption of animal fat (Zatonski et al. 1998).  
The contribution of medical care was considered to be negligible, 
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although data from the WHO MONICA project in Poland suggest 
that there was a considerable increase in intensity of the treatment 
of acute coron-ary events between 1986/1989 and the early 1990s 
(Tunstall-Pedoe et al. 2000). However, Poland has a much higher pro-
portion of sudden deaths from ischaemic heart disease in comparison 
with the west. This phenomenon has also been noted in the neighbour-
ing Baltic republics and in the Russian Federation (Tunstall-Pedoe et 
al. 1999; Uuskula et al. 1998) and has been related to binge drinking 
(McKee et al. 2001). From this it would appear that health care has 
been of minor importance in the overall decline in ischaemic heart 
disease mortality in Poland in the 1990s. 

The eastern part of Germany experienced substantial increases in a 
variety of indicators of intensified treatment of cardiovascular disease 
during the 1990s (for example, cardiac surgery increased by 530% 

Table 2.1.1 Decline in ischaemic heart disease mortality attributable to 
treatment and to risk factor reductions in selected study populations (%) 

Country Period Risk factors Treatment

Auckland, New Zealand  
(Beaglehole 1986)

1974–1981 – 40%

Netherlands  
(Bots & Grobee 1996)

1978–1985 44% 46%

United States  
(Hunink et al. 1997)

1980–1990 50% 43%

Scotland  
(Capewell et al. 1999)

1975–1994 55% 35%

Finland  
(Laatikainen et al. 2005)

1982–1997 53% 23%

Auckland, New Zealand  
(Capewell et al. 2000)

1982–1993 54% 46% 

United States  
(Ford et al. 2007)

1980–2000 44% 47%

Ireland  
(Bennett et al. 2006)

1985–2000 48% 44%

England & Wales  
(Unal et al. 2007)

1981–2000 58% 42%
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Box 2.1.2 Comparing mortality across countries 

International variations in ischaemic heart disease mortality and, 
by extension, other cause-specific mortality may be attributable (at 
least in part) to differences in diagnostic patterns, death certification 
or cause of death coding in each country. This problem is common 
to all analyses that employ geographical and/or tem-poral analyses 
of mortality data. However, it must be set against the advantages of 
mortality statistics – they are routinely available in many countries 
and, as death is a unique event (in terms of its finality), it is clearly 
defined (Ruzicka & Lopez 1990). Of course there are some cave-
ats. Mortality data inevitably underestimate the burden of disease 
attributable to low-fatality conditions (such as mental illness) or 
many chronic disorders that may rarely be the immediate cause 
of death but which contribute to deaths from other causes. For 
example, diabetes contributes to many deaths from ischaemic heart 
disease or renal failure (Jougla et al. 1992). Other problems arise 
from the different steps involved in the complex sequence of events 
that leads to allocation of a code for cause of death (Kelson & 
Farebrother 1987; Mackenbach et al. 1987). For example, the diag-
nostic habits and preferences of certifying doctors are likely to vary 
with the diagnostic techniques available, cultural norms or even 
professional training. The validity of cause of death statistics may 
also be affected by the process of assigning the formal International 
Classification of Diseases (ICD) code to the statements on the death 
certificate. However, a recent evaluation of cause of death statis-
tics in the European Union (EU) found the quality and compara-
bility of cardiovascular and respiratory death reporting across the 
region to be sufficiently valid for epidemiological purposes (Jougla 
et al. 2001). Where there were perceived problems in comparability 
across countries, the observed differences were not large enough 
to explain fully the variations in mortality from selected causes of 
cardiovascular or respiratory death. 

Overall, mortality data in the European region are generally 
considered to be of good quality, although some countries have 
been experiencing problems in ensuring complete registration of 
all deaths. Despite some improvements since the 1990s, problems 
remain with recent figures estimating completeness of mortality 
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between 1993 and 1997) (Brenner et al. 2000). However, intensified 
treatment does not necessarily translate into improved survival rates 
(Marques-Vidal et al. 1997). There was a (non-significant) increase in 
the prevalence of myocardial infarction among people from the east 
of Germany aged twenty-five to sixty-nine years, between 1990/1992 
and 1997/1998, which accompanied an observed decline in ischaemic 
heart disease mortality, suggesting that the latter is likely to be attrib-
utable to improved survival (Wiesner et al. 1999). 

In summary, a fall in ischaemic heart disease mortality can generally 
be seen as a good marker of effective health care and usually contrib-
utes to around 40% to 50% of observed declines. However, multiple 
factors influence the prevalence of ischaemic heart disease. As some lie 
within the control of the health-care sector and others require inter-
sectoral policies, it may not be sufficient to use ischaemic heart disease 
mortality as a sole indicator of health-care performance. At the same 
time, ischaemic heart disease may be considered to be an indicator 
of the performance of national systems as a whole. Continuing high 
levels point to a failure to implement comprehensive approaches that 
cover the entire spectrum – from health promotion through primary 
and secondary prevention to treatment of established disease. 

Perinatal mortality

Perinatal mortality (see Annex 2) has frequently been used as an indi-
cator of the quality of health care (Rutstein et al. 1976). However, 
comparisons between countries and over time are complicated because 
rates are now based on very small numbers which are “very depen-
dent on precise definitions of terms and variations in local practices 

Box 2.1.2  cont’d 

data covered by the vital registration systems range from 60% in  
Albania; 66% to 75% in the Caucasus; and 84% to 89% in 
Kazakhstan and Kyrgyzstan (Mathers et al. 2005). Also, the vital 
registration system does not cover the total resident population 
in several countries, excluding certain geographical areas such as 
Chechnya in the Russian Federation; the Transnistria region in 
Moldova; or Kosovo, until recently part of Serbia (WHO Regional 
Office for Europe 2007).
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and circumstances of health care and registration systems” (Richardus 
et al. 1998). For example, advances in obstetric practice and neonatal 
care have led to improved survival of very preterm infants. These out-
comes affect attitudes to the viability of such infants (Fenton et al. 
1992) and foster debate about the merits of striving to save very ill 
newborn babies (who may suffer long-term brain damage) or making 
the decision to withdraw therapy (De Leeuw et al. 2000). Legislation 
and guidelines concerning end-of-life decisions vary among countries 
– some protect human life at all costs; some undertake active interven-
tions to end life, such as in the Netherlands (McHaffie et al. 1999). 

A related problem is that registration procedures and practices may 
vary considerably between countries, reflecting different legal defini-
tions of the vital events. For example, the delay permitted for registra-
tion of births and deaths ranges from three to forty-two days within 
western Europe (Richardus et al. 1998). This is especially problematic 
for small and preterm births, as deaths that occur during the first day 
of life are most likely to be under-registered in countries with the lon-
gest permitted delays. 

Congenital anomalies are an important cause of perinatal mortality. 
However, improved ability of prenatal ultrasound screening to recog-
nize congenital anomalies has been shown to reduce perinatal mortal-
ity as fetuses with such anomalies are aborted rather than surviving 
to become fetal or infant deaths (Garne 2001; Richardus et al. 1998). 
This phenomenon may distort international comparisons (van der 
Pal-de Bruin et al. 2002). Garne and colleagues (2001) demonstrated 
how a high frequency of congenital mortality (44%) among infant 
deaths in Ireland reflected limited prenatal screening and legal pro-
hibition of induced abortion. Conversely, routine prenatal screening in 
France is linked to ready access to induced abortion throughout gesta-
tion. Congenital mortality was cited in 23% of infant deaths although 
the total number of deaths from congenital malformations (aborted 
plus delivered) was higher in France (Garne et al. 2001). However, 
recent work in Italy has demonstrated that the relative proportion of 
congenital anomalies as a cause of infant deaths tends to remain stable 
within countries (Scioscia et al. 2007). This suggests that perinatal 
mortality does provide important insights into the performance of 
(neonatal) care over time.

In summary, international comparisons of perinatal mortality should 
be interpreted with caution. However, notwithstanding improvements 
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in antenatal and obstetric care in recent decades, perinatal audit stud-
ies that take account of these factors show that improved quality 
of care could reduce current levels of perinatal mortality by up to 
25% (Richardus et al. 1998). Thus, perinatal mortality can serve as a  
meaningful outcome indicator in international comparisons as long 
as care is taken to ensure that comparisons are valid. The EuroNatal 
audit in regions of ten European countries showed that differences in 
perinatal mortality rates may be explained in part by differences in the 
quality of antenatal and perinatal care (Richardus et al. 2003). 

Cancer survival

Cancer survival statistics have intrinsic appeal as a measure of health 
system performance – cancer is common; causes a large proportion of 
total deaths; and is one of the few diseases for which individual sur-
vival data are often captured routinely in a readily accessible format. 
This has led to their widespread use for cross-sectional assessments 
of differences within population subgroups (Coleman et al. 1999) 
and over time (Berrino et al. 2007; Berrino et al. 2001). Comparisons 
within health systems have clear potential for informing policy by pro-
viding insight into differences in service quality, for example: timely 
access, technical competence and the use of standard treatment and 
follow-up protocols (Jack et al. 2003). 

International comparisons of cancer registry data have revealed 
wide variations in survival among a number of cancers of adults within 
Europe. The Nordic countries generally show the highest survival rates 
for most common cancers (Berrino et al. 2007; Berrino et al. 2001) 
(Fig. 2.1.2) and there are marked differences between Europe and the 
United States (Gatta et al. 2000). 

Prima facie, these differences might suggest differing quality of care, 
so cancer survival has been proposed as an indicator of international 
differences in health-care performance (Hussey et al. 2004; Kelley & 
Hurst 2006). However, recent commentaries highlight the many ele-
ments that influence cancer outcomes (Coleman et al. 1999; Gatta et al. 
2000). These include the case-mix, that is, the distribution of tumour 
stages. These will depend on the existence of screening programmes, 
as with prostate and breast cancer; the socio-demographic composi-
tion of the population covered by a registry (not all registries cover 
the entire population); and time lags (personal and system induced) 



Population health 41

between symptom occurrence and treatment (Sant et al. 2004). Data 
from the United States suggest that the rather selected nature of the 
populations covered by the registries of the Surveillance Epidemiology 
and End Results (SEER) Program, widely used in international  
comparisons, account for much of the apparently better survival rates 
in the United States for a number of major cancers (Mariotto et al. 
2002). Death rates increased by 15% for prostate cancer; 12% for 
breast cancer; and 6% for colorectal cancer in men when SEER rates 
were adjusted to reflect the characteristics of the American population. 
This brings them quite close to European survival figures. 

Presently, routine survival data incorporate adjustments only 
for age and the underlying general mortality rate of a population.  

Fig. 2.1.2 Age-adjusted five-year relative survival of all malignancies of men 
and women diagnosed 2000–2002 

Source: Verdecchia et al. 2007
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Use of stage-specific rates would improve comparability (Ciccolallo et 
al. 2005) but these are not widely available, nor are they effective for 
comparisons of health systems at different evolutionary stages. A more 
sophisticated staging system based on intensive diagnostic workup can 
improve stage-specific survival for all stages – those transferred from 
the lower stage will usually have lower survival than those remain-
ing in the former group, but better survival than those initially in the 
higher stage. 

Sometimes there is uncertainty about the diagnosis of malignancy 
(Butler et al. 2005). For example, there is some suggestion that appar-
ently dramatic improvements in survival among American women 
with ovarian cancer in the late 1980s may be largely attributable to 
changes in the classification of borderline ovarian tumours (Kricker 
2002). The ongoing CONCORD study of cancer survival is examining 
these issues in detail across four continents, supporting future calibra-
tion and interpretation of cancer survival rates (Ciccolallo et al. 2005; 
Gatta et al. 2000). There is little doubt that survival rates should be 
considered as no more than a means to flag possible concerns about 
health system performance at present. 

Yet, it is important to note that while cross-national comparisons 
– whether of cancer survival (illustrated here) or other disease-specific 
population health outcomes (such as ischaemic heart disease mortal-
ity, described earlier) can provide important insights into the relative 
performance of health-care systems. It will be equally important for 
systems to benchmark their progress against themselves over time. 
For example, cross-national comparisons of breast cancer survival 
in Europe have demonstrated that constituent parts of the United 
Kingdom have relatively poor performance in comparison with other 
European countries (Berrino et al. 2007) (Fig. 2.1.3). 

However, this has to be set against the very rapid decline in mortal-
ity from breast cancer in the United Kingdom since 1990 (Fig. 2.1.4), 
pointing to the impact of improvements in diagnostics and treatment 
(Kobayashi 2004). Thus, a detailed assessment of progress of a par-
ticular system optimally includes a parallel approach that involves both 
cross-sectional and longitudinal analyses. In the case of cancer survival 
these should ideally be stage-specific so as to account for inherent 
potential biases that occur when short-term survival is used to assess 
screening effects. 
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In summary, these examples of ischaemic heart disease mortality, 
perinatal mortality and cancer survival indicate the possibilities and the 
challenges associated with particular conditions. Each provides a lens 
to examine certain elements of the health-care system. In the next sec-
tion these are combined with other conditions amenable to timely and 
effective care to create a composite measure – avoidable mortality. 

Concept of avoidable mortality

The concept of avoidable mortality originated with the Working 
Group on Preventable and Manageable Diseases led by David 
Rutstein of Harvard Medical School in the United States in the 1970s 

Fig. 2.1.3 Age-adjusted five-year relative survival for breast cancer for 
women diagnosed 1990–1994 and 1995–1999 

Source: Berrino et al. 2007
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(Rutstein et al. 1976). They introduced the notion of ‘unnecessary 
untimely deaths’ by proposing a list of conditions from which death 
should not occur in the presence of timely and effective medical care.  
This work has given rise to the development of a variety of terms 
including ‘avoidable mortality’ and ‘mortality amenable to medical/
health care’ (Charlton et al. 1983; Holland 1986; Mackenbach et 
al. 1988). It attracted considerable interest in the 1980s as a way of 
assessing the quality of health care, with numerous researchers, par-
ticularly in Europe, applying it to routinely collected mortality data.  
It gained momentum with the European Commission Concerted Action 
Project on Health Services and ‘Avoidable Deaths’, established in the 
early 1980s. This led to the publication of the European Community 

Fig. 2.1.4 Age-standardized death rates from breast cancer in five countries, 
1960–2004 

Source: OECD 2007
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Atlas of Avoidable Death in 1988 (Holland 1988), a major work that 
has been updated twice.

Nolte and McKee (2004) reviewed the work on avoidable mortality 
undertaken until 2003 and applied an amended version of the original 
lists of causes of death considered amenable to health care to countries 
in the EU (EU15)1. They provide clear evidence that improvements in 
access to effective health care had a measurable impact in many coun-
tries during the 1980s and 1990s. Interpreting health care as primary 
care, hospital care, and primary and secondary preventive services 
such as screening and immunization, they examined trends in mortal-
ity from conditions for which identifiable health-care interventions can 
be expected to avert mortality below a defined age (usually seventy-
five years). Assuming that, although not all deaths from these causes 
are entirely avoidable, health services could contribute substantially 
by minimizing mortality but demonstrated how such deaths were still 
relatively common in many countries in 1980. However, reductions in 
these deaths contributed substantially to the overall improvement in 
life expectancy between birth and age seventy-five during the 1980s. 
In contrast, declines in avoidable mortality made a somewhat smaller 
contribution to the observed gains in life expectancy during the 1990s, 
especially in the northern European countries that had experienced the 
largest gains in the preceding decade. 

Importantly, although the rate of decline in these deaths began to 
slow in many countries in the 1990s, rates continued to fall even in 
countries that had already achieved low levels. For example, this was 
demonstrated for 19 industrialized countries between 1997/1998 and 
2002/2003, although the scale and pace of change varied (Nolte & 
McKee 2008) (Fig. 2.1.5). The largest reductions were seen in coun-
tries with the highest initial levels (including Portugal, Finland, Ireland, 
United Kingdom) and also in some countries that had been performing 
better initially (such as Australia, Italy, France). In contrast, the United 
States started from a relatively high level of avoidable mortality but 
experienced much smaller reductions. 

The concept of avoidable mortality provides a valuable indicator 
of general health-care system performance but has several limitations. 
These have been discussed in detail (Nolte & McKee 2004). We here 
focus on three aspects that need to be considered when interpret-
ing observed trends: the level of aggregation; the coverage of health 
1 EU15: Member States belonging to the European Union before 1 May 2004.
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outcomes; and the attribution of outcomes to activities in the health 
system. 

Nolte and McKee (2008) noted that there are likely to be many 
underlying reasons for an observed lack of progress on the indicator 
of amenable mortality in the United States. Any aggregate national fig-
ure will inevitably conceal large variations due to geography, race and 
insurance coverage, among many other factors. Interpretation of the 
data must go beyond the aggregate figure to look within populations 
and at specific causes of death if these findings are to inform policy.

The focus on mortality is one obvious limitation of the concept 
of avoidable mortality. At best mortality is an incomplete measure 
of health-care performance and is irrelevant for those services that 
are focused primarily on relieving pain and improving quality of life. 
However, reliable data on morbidity are still scarce. There has been 
progress in setting up disease registries other than the more widely 

Fig. 2.1.5 Mortality from amenable conditions (men and women combined), 
age 0–74 years, in 19 OECD countries, 1997/98 and 2002/03 (Denmark: 
2000/01; Sweden: 2001/02; Italy, United States: 2002) 

Source: Adapted from Nolte & McKee 2008
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established cancer registries (for example, for conditions such as  
diabetes, myocardial infarction or stroke) but information may be 
misleading where registration is not population-based. Population sur-
veys provide another potential source of data on morbidity, although 
survey data are often not comparable across regions. Initiatives such 
as the European Health Survey System currently being developed by 
Eurostat and the European Commission’s Directorate-General for 
Health and Consumers (DG SANCO) will go some way towards 
developing and collecting consistent indicators (European Commission 
2007). Routinely collected health service utilization data such as inpa-
tient data or consultations of general practitioners and/or specialists 
usually cover an entire region or country. However, while potentially 
useful, these data (especially consultation rates) do not include those 
who need care but fail to seek it.

Finally, an important issue relates to the list of causes of death 
considered amenable to health care. Nolte and McKee (2004) define 
amenable conditions “[as] those from which it is reasonable to expect 
death to be averted even after the condition develops”. This inter-
pretation would include conditions such as TB, in which the acqui-
sition of disease is largely driven by socio-economic conditions but 
timely treatment is effective in preventing death. This highlights how 
the attribution of an outcome to a particular aspect of health care is 
intrinsically problematic because of the multi-factorial nature of most 
outcomes. As a consequence, when interpreting findings a degree of 
judgement, based on an understanding of the natural history and scope 
for prevention and treatment of the condition in question, is needed. 
Thus it will be possible to distinguish more clearly between conditions 
in which death can be averted by health-care intervention (amenable 
conditions) as opposed to interventions reflecting the relative success 
of policies outside the direct control of the health-care sector (prevent-
able conditions). Preventable conditions thus include those for which 
the aetiology is mostly related to lifestyle factors, most importantly 
the use of tobacco and alcohol (lung cancer and liver cirrhosis). This 
group also includes deaths amenable to legal measures such as traffic 
safety (speed limits, use of seat belts and motorcycle helmets). This 
refined concept of avoidable mortality makes it possible to distinguish 
between improvements in health care and the impact of policies out-
side the health sector that also impact on the public’s health, such as 
tobacco and alcohol policies (Albert et al. 1996; Nolte et al. 2002). 
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In summary, the concept of avoidable mortality has limitations  
but provides a potentially useful indicator of health-care system  
performance. However, it is important to stress that high levels should 
not be taken as definitive evidence of ineffective health care but rather 
as an indicator of potential weaknesses that require further investi-
gation. The next section explores the tracer concept – a promising 
approach that allows more detailed analysis of a health system’s 
apparent suboptimal performance.

Tracer concept

The Institute of Medicine (IoM) in the United States proposed the 
concept of tracer conditions in the late 1960s as a means to evaluate 
health policies (Kessner et al. 1973). The premise is that tracking a few 
carefully selected health problems can provide a means to identify the 
strengths and weaknesses of a health-care system and thereby assess 
its quality. 

Kessner et al. (1973) defined six criteria to define health problems 
appropriate for application as tracers. They should have: (i) a defini-
tive functional impact, i.e. require treatment, with inappropriate or 
absent treatment resulting in functional impairment; (ii) a prevalence 
high enough to permit collection of adequate data; (iii) a natural his-
tory which varies with the utilization and effectiveness of health care; 
(iv) techniques of medical management which are well-defined for at 
least one of the following: prevention, diagnosis, treatment, rehabilita-
tion; and (v) be relatively well-defined and easy to diagnose, with (vi) 
a known epidemiology.

The original concept envisaged the use of tracers as a means to eval-
uate discrete health service organizations or individual health care. 
Developed further, it might also be used at the system level by identi-
fying conditions that capture the performance of certain elements of 
the health system. This approach would not seek to assess the quality 
of care per se but rather to profile the system’s response to the tracer 
condition and aid understanding of the strengths and weaknesses of 
that system. By allowing a higher level of analysis such an approach 
has the potential to overcome some of the limitations of the cruder 
comparative studies outlined earlier.

The selection of health problems suitable for the tracer concept will 
depend on the specific health system features targeted. Thus, vaccine-
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preventable diseases such as measles might be chosen as an indica-
tor for public health policies in a given system. Measles remains an 
important preventable health problem in several European countries, 
as illustrated by continuing outbreaks and epidemics (WHO Regional 
Office for Europe 2003). This is largely because of inadequate rou-
tine coverage in many parts of Europe, despite the easy availability 
of vaccination. These problems persist despite successes in reducing 
measles incidence to below one case per 100 000 in most EU Member 
States except Greece (1.1/100 000), Malta (1.5/100 000), Ireland 
(2.3/100 000) and Romania (23.2/100 000) (WHO Regional Office 
for Europe 2007). 

Neonatal mortality has been suggested as a possible measure for 
assessing access to health care. For example, there were substan-
tial declines in birthweight-specific neonatal mortality in the Czech 
Republic and the former East Germany following the political transi-
tion in the 1990s (Koupilová et al. 1998; Nolte et al. 2000). Thus, in 
east Germany neonatal mortality fell markedly (by over 30%) between 
1991 and 1996 due to improvements in survival, particularly among 
infants with low and very low birth weight (<1500 g) (Nolte et al. 
2000). This has been attributed, in part, to reform of the system of 
health care after unification which increased the availability of modern 
equipment and drugs for high-quality neonatal care. As with perina-
tal mortality, international comparisons of neonatal mortality can be 
problematic. However, temporal comparisons within a given country 
can provide important insights into potential weaknesses or advances 
in the quality of neonatal care, as demonstrated in east Germany.

Other work has examined the use of diabetes as a measure of health 
system performance in relation to chronic illness (Nolte et al. 2006). 
Deaths from diabetes among young people have been interpreted as 
‘sentinel health events’ that should raise questions about the quality 
of health-care delivery (McColl & Gulliford 1993). The optimal man-
agement of diabetes requires coordinated inputs from a wide range 
of health professionals; access to essential medicines and monitoring; 
and, ideally, a system that promotes patient empowerment. Measures 
of diabetes outcome may therefore provide important insights into 
primary and specialist care and their systems of communication. 

Nolte and colleagues (2006) generated a measure of ‘case-fatality’ 
among young people with diabetes, using published data on diabetes 
incidence among young people for the period 1990–1994 and mortality 
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under the age of 40 years for the period 1994–1998 in twenty-nine coun-
tries. This mortality-to-incidence ratio varied more than ten-fold across 
countries, consistent with findings of cohort studies of mortality among 
young people with type I diabetes. The mortality-to-incidence ratio for  
diabetes thus appears to provide a means of differentiating countries’ 
quality of care for people with diabetes. While solely an indicator of 
potential problems, this can stimulate more detailed assessments of the 
problems raised and what can be done to address them. Chapter 4.2 
(Chronic care) explores this in more detail. 

The way ahead

A large body of work aims to define how best to analyse health system 
performance at the level of population health and the multiplicity of 
strategies and approaches employed. This demonstrates that there is 
no definitive solution for this central challenge of managing a health 
(care) system effectively. The main goals of a health system can be 
defined easily but it is more difficult to identify a way of assessing 
whether these goals are being achieved and the extent to which appar-
ent progress can be attributed to the health system or to other factors.

The overview presented here illustrates the conceptual under- 
pinning of different measures in use, the information they provide and 
their major problems. General indicators of population health (for 
example, total and infant mortality, life expectancy, DALYs) remain 
important and provide tools that allow quick and simple assessments 
of total societal health system performance. Careful age- and sex-spe-
cific demographic measures of mortality over time can be strongly sug-
gestive but generally such indicators provide only limited insights into 
specific components of the health-care system that impact on health.  
In contrast, more specific indictors of population health, such as cancer 
survival, give more detailed insights into discrete aspects of the health-
care system but when used in isolation do not reveal information on 
other areas of the system that may be equally important. Also, single 
indicators often identify only the need for more in-depth investigation 
of process. 

In conclusion, assessments of health system performance require 
a set of probes in order to examine different levels. Given the varia-
tion of settings within and between countries it is equally clear that 
there will be no single best combination. The range and balance across 
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levels will differ according to the context within which each system 
sits; the expectations and norms of those who assess performance; and 
whether longitudinal (within system) or cross-sectional (across popu-
lations) comparisons are employed. Of necessity, the combination will 
also vary according to the availability of appropriate data and the 
resultant limitations of those data. 

Despite its many limitations, the concept of avoidable mortal-
ity remains a valuable indicator of health-care system performance. 
However, it is important to reiterate that the underlying concept 
should not be mistaken as definitive evidence of differences in the 
effectiveness of health care. Avoidable mortality should be interpreted 
as an indicator of potential weaknesses in health care that may require 
further investigation.
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Annex 1 Summary measures of population health

Recent decades have seen a growing interest in, and work on, indica-
tors that combine information on mortality and non-fatal health out-
comes to summarize population health. Etches et al. (2006) distinguish 
two general categories of summary measures of population health: (i) 
health expectancies; and (ii) health gaps. Health expectancies deter-
mine how long people can expect to live free of certain diseases or 
limitations on their normal activities. In contrast, health gaps measure 
the difference between a specified health norm for the population (e.g. 
seventy-five as the average age at death) and the actual health of the 
population. The latter is most commonly assessed using DALYs.
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Key issues include how to define and measure disability and select 
the weights to apply to particular health states. Disability weighting 
means that conditions which are disabling but rarely cause death (par-
ticularly mental illness) are ranked as more important than they would 
be if ranked by mortality alone. This is related to the highly contro-
versial debate on the value placed on a year of life at different stages.  
For example, The Global Burden of Disease project (Lopez et al. 2006) 
placed more weight on a year of life of a young adult than on that of 
a child. This has the effect of reducing the burden of disease arising 
from deaths in childhood. One further issue concerns how to obtain 
estimates for countries from which data are unavailable. At present, 
these are often modelled on the relationships between mortality and 
other variables in countries which have data available. Given all of 
these issues, it is important to note that continuing debate surrounds 
the use of measures such as DALYs in policy-making.
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Introduction

One of the most important developments in the assessment of health-
care performance in recent years has been the demonstration that 
patients’ and users’ experiences of health and illness can be reliably 
and accurately captured by very simple means. It is now possible to 
capture aspects of health that are of most concern to individuals and 
populations – usually with self-completed and fairly short question-
naires. Typically these ask respondents to report, describe or assess 
aspects of their current health (e.g. symptoms); and the physical, psy-
chological and social impact of health problems. The technical and 
scientific developments that have resulted in this capacity to capture 
patients’ experiences have occurred over the last thirty years and 
these methods can now be considered mature, established and well-
understood. 

This chapter reviews the range of measures available and describes 
key considerations for selecting these for particular applications.  
It also considers the scope for widespread use of these measures to 
monitor health-care performance and the barriers that may limit such 
uses. Instruments in this field have been variously termed measures of 
quality of life, health status, health-related quality of life, subjective 
health status and functional status. The most important use of these 
questionnaires is for assessing outcomes of health care and increasingly 
they are referred to as patient-reported outcome measures (PROMs), 
the term used here.

Uses of PROMs

One of the simplest applications of PROMs is their use in surveys 
to assess the health of populations or segments of populations, e.g. 
users of particular facilities such as a hospital or clinic. For example, 

2.2  Patient-reported outcome measures  
 and performance measurement

 r ay  f i t z pat r i c k
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the Health Survey for England (Joint Health Surveys Unit, 2008) is a 
household survey (usually of over 10 000 randomly selected adults) 
that gathers physiological and blood-sample based data and invites 
respondents to complete several questionnaire items about their 
health. The survey is conducted regularly and the information is an 
important resource to identify trends over time and geographical and 
social variations in health. Other more specialist national surveys are 
carried out from time to time to assess the prevalence and impact of 
disability in England and to assess the health of older people. 

Increasingly, survey research to assess population levels of health 
is conducted on an international basis. For example, the Survey of 
Health, Ageing and Retirement in Europe (SHARE) is a multidisci-
plinary and cross-national database of micro data on health, socio-
economic status and social and family networks of individuals aged 
fifty or more, carried out across eleven European countries (Siegrist et 
al. 2007). Self-reported health is a major feature of this survey. 

Health professionals also use PROMs in the context of individual 
patient care. Clinicians have argued that standard care in rheumatol-
ogy is improved if, in addition to other clinical measures, PROMs are 
used regularly to assess a patient’s current status with regard to pain 
and function (Pincus & Wolfe 2005). There are similar arguments that 
PROMs are essential to assess patients’ needs and communication 
between patient and provider in routine care in other contexts such as 
oncology, dermatology and neurology (Lipscomb et al. 2007; Salek et 
al. 2007; Wagner et al. 1997).

In clinical trials PROMs can provide evidence that cannot be 
obtained by other means. This includes all the intended and unintended 
consequences of health-care interventions, whether drugs, new surgical 
techniques or innovations in the organization and delivery of services. 
In this sense they provide a necessary form of evidence of patient impact 
that complements the traditional clinical and laboratory measures  
employed. It is not yet standard practice to use PROMs in clinical trials 
(Sanders et al. 1998) but such uses have provided invaluable evidence of 
one key feature – they can provide evidence of change over time in an 
individual’s health-related quality of life that can, in principle, be used 
as a means of assessing the performance or effectiveness of an interven-
tion. Cross-sectional application of PROMs can be extended to longi-
tudinal studies to offer a potential source of evidence of outcomes for 
determining health care’s contribution to changes in health status. 
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PROMs are also being used more generally as evidence of outcomes 
to assess the contribution of health services to health in contexts such 
as professional quality assurance and audit and funders’ assessments 
of the performance and value for money of services that they provide. 
Twenty years ago Ellwood (1988) proclaimed that PROMs offered a 
breakthrough for health services by providing funders and providers 
with evidence (for the first time) of benefits experienced by patients.  
It was argued that PROMs are uniquely important not only because 
they measure what matters to patients but also because they do so in 
ways that are feasible for large scale and regular use, such as through 
simple questionnaires. Claims are beginning to emerge, for example, 
in the Veterans Health Administration in the United States, that per-
formance measurement (including PROMs) can be shown to improve 
the quality of care (Kerr & Fleming 2007).

Types of instruments

A bewildering number of PROMs exist. In 2002 my colleagues and 
I reported that our systematic review had identified at least 1275 
such instruments in the English language alone (Garratt et al. 2002).  
We estimate that at least 3215 different instruments were reported in 
the English language literature in 2007. 

PROMs can be classified into two basic types. Generic instruments 
have been developed to be relevant to the widest possible range of 
health problems. By contrast, disease- or condition-specific instru-
ments are intended to be relevant to a limited disease or specific aspect 
or dimension of illness. 

Generic instruments

Short-form 36 (SF-36) is by far the most commonly used generic mea-
sure (Ware & Sherbourne 1992). Thirty-six standard questions about 
the respondent’s health in the last month are grouped into eight dif-
ferent dimensions of health: (i) physical functioning; (ii) role limita-
tions due to physical problems; (iii) role limitations due to emotional 
problems; (iv) social functioning; (v) mental health; (vi) energy; (vii) 
pain; and (viii) health perceptions. As with most such instruments, 
responses are scored and all items in a given dimension (or scale) are 
combined to provide a single scale score, for example, for physical  
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functioning. Responses can also be used to produce just two, more 
general scale scores: a physical component summary and a men-
tal component summary. Short-form 12 (SF-12) was developed as a 
shorter version that is normally scored to produce physical compo-
nent summary and mental component summary scores. SF-36 has 
been translated into at least fifty languages and has been the object 
of more studies than any other instrument (Garratt et al. 2002).  
Its measurement properties (discussed in the following section) have 
been examined exhaustively, largely with very positive results. 

Several other generic instruments have been widely used, notably the 
Sickness Impact Profile (Bergner et al. 1981), the Nottingham Health 
Profile (Hunt et al. 1985) and Dartmouth Primary Care Cooperative 
Information Project (Coop) Charts (Nelson et al. 1990). However, cur-
rently there is less supporting evidence for their use than for SF-36. 

Utility instruments

In many ways utility instruments can be classed as generic instruments 
because they are all intended to have the widest applicability. However, 
unlike instruments such as SF-36, they were developed for one distinc-
tive purpose – to assign overall values (or utilities) to respondents’ 
health states. This overall value is particularly useful for analyses of 
the cost-effectiveness of health-care interventions. It allows research-
ers to estimate the overall aggregated value of the health states of the 
samples receiving an intervention, to allow comparisons of the costs. 
Traditional PROMs do not allow this overall calculation of the value 
of health states for individuals or aggregations of individuals.

EuroQol (EQ-5D) is the most commonly used utility instrument 
in Europe (Brooks 1996). This generic measure of health has five 
dimensions: (i) mobility; (ii) self-care; (iii) usual activities; (iv) pain/
discomfort; and (v) anxiety/depression. Respondents choose between 
three levels of severity for each of the five dimensions and identify 
their position on a visual analogue scale ranging from zero (worst 
imaginable health state) to one hundred (best imaginable health state).  
A single weighted score (value) of the individual’s health can be calcu-
lated from the five selected responses, using weights of values provided 
by a general population survey. 

The Health Utilities Index (HUI) is the next most commonly used 
approach for deriving the values, preferences or utilities of respon-
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dents. To date, less evidence is available to support the questionnaire-
based versions of the HUI. Potential users have to decide between 
different interview formats and weigh the benefits of interview-based 
methods against the extra costs.

Disease-specific instruments

Disease-specific instruments have increased most rapidly in the last ten 
years (Garratt et al. 2002). They are developed to provide question-
naire content that is tailored to the specific disease for which they are 
intended. Thus, an instrument to assess health-related quality of life 
in rheumatoid arthritis might include specific items that would not 
feature in a generic instrument, e.g. on stiffness, fatigue or the dif-
ficulties of performing household tasks with hands. An instrument for 
Parkinson’s disease might contain items concerning the consequences 
of tremor (e.g. holding objects, embarrassment in public) that would 
not be salient in a generic instrument. Typically disease-specific instru-
ments are developed and explicitly identified as having relevance for 
an identified illness. The Arthritis Impact Measurement Scales and 
Parkinson’s Disease Questionnaire (PDQ-39) have the specialist func-
tion conveyed by their titles. 

The main reason for the growing interest in disease-specific PROMs 
is the belief that they are necessary to identify the small but impor-
tant benefits and harms associated with novel interventions in clini-
cal trials. This has some supporting evidence. Also, the broadly-based 
questionnaire content of generic instruments may miss both types of 
consequence. 

Other instruments have been developed for more specific purposes, 
for example to assess outcomes in relation to specific health-care inter-
ventions. The Oxford knee score was developed specifically to assess 
outcomes of knee replacement surgery; a parallel PROM (Oxford hip 
score) is used to assess outcomes of hip replacement surgery. There is 
substantial evidence that these instruments are more sensitive to the 
specific problems of severe pain and the function of the patients receiv-
ing these procedures (Murray et al. 2007). 

Individualized instruments

Recent years have seen the emergence of a number of instruments 
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based on a single important principle – individuals have their own 
personal goals and concerns in relation to health. Hence, traditional 
questionnaires with fixed items that are uniform for all respondents 
run contrary to the personal nature of health-related quality of 
life. Several new instruments attempt to elicit individuals’ personal 
goals and concerns in a more flexible form. For example, the Patient 
Generated Index (Ruta et al. 1994) asks respondents to list the five 
most important areas of their lives that are affected by a disease or 
health problem; to rate how badly affected they are in each area; and 
to allocate points to the areas in which they would most value an 
improvement. Individual area ratings are weighted by the points given 
and summed to produce a single index. This is designed to measure the 
extent to which a patient’s actual situation falls short of their hopes 
and expectations in those areas of life in which they would most value 
improvement. Such approaches are quite different to PROMs but the 
most obvious disadvantage of all the individualized instruments devel-
oped to date is the limited evidence for large-scale use. Generally, they 
require quite time-consuming and complex interviews. 

Evaluating PROMs

A disciplined approach is needed to select an instrument for a particu-
lar application and formal criteria can inform the selection of sound 
choices from among the enormous number of instruments. Seven cri-
teria are commonly used to assess PROMs: (i) reliability; (ii) validity; 
(iii) responsiveness; (iv) precision; (v) interpretability; (vi) acceptabil-
ity; and (vii) feasibility (Fitzpatrick et al. 1998). It is possible to inspect 
the published evidence and weigh the amount of positive evidence for 
an instrument under each of these criteria. However, appropriate-
ness is the eighth and arguably the most important criterion as it asks 
whether an instrument is relevant to the specific purpose of a given 
user. This requires judgements on (for example) the match between 
the content of the instrument and the purpose of the user. Such judge-
ments are context specific and less easily informed by the general lit-
erature on an instrument. 

Reliability is a fundamental requirement of any system of measure-
ment. The more reliable an instrument, the more it is free of error. 
The literature is written as if reliability is a fixed feature of a PROM 
but it is dependent on the specific population in which it is used.  
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The reliability of PROMs is usually estimated in terms of internal 
consistency and reproducibility. It has already been pointed out that 
PROMs commonly take the form of scales (e.g. SF-36) – question-
naire items that combine to measure a construct such as pain or social 
isolation. The greater the agreement between the items of the scale the 
higher its internal consistency. This is one aspect of reliability and a 
variety of statistical tests have been developed to assess the extent to 
which scales reach perfect consistency. However, there is a complica-
tion to this approach. Perfect internal consistency is achieved most 
easily when questionnaire items are virtually identical to each other 
(i.e. asking the same question). Such an instrument is not desirable in 
practice. Instruments require scales that capture the different facets 
or aspects of, say, pain or social isolation. This is more likely to be 
achieved with items that do not correlate perfectly. As a result of these 
contrasting requirements, internal consistency statistics of instruments 
are expected to be high, but not too high (no higher than 0.90 on a 
range from 0.00 to 1.00). 

Reproducibility is the other aspect of reliability. This the extent to 
which a measuring instrument produces the same result on repeated 
use, as long as the construct it is measuring does not change. A variety 
of test statistics have been developed to express the extent to which 
instruments are consistent over time. Typically instruments are retested 
on respondents between two and fourteen days after the first admin-
istration. An additional check to confirm that respondents have not 
experienced any change in their health (for example, using a simple 
global question) can be used to focus reproducibility estimates on sta-
ble respondents when assessing the reproducibility of a PROM. 

Validity concerns the extent to which an instrument measures what 
it purports to measure. As with reliability, an instrument is only vali-
dated in the contexts in which its validity has been tested. Again, the 
literature generally overlooks this point but it is misleading to call an 
instrument validated without some qualification. Thus, an instrument 
validated to assess disability in multiple sclerosis may not be valid 
to assess disability in epilepsy as the measurement properties need to 
be re-established in the new context. The literature on validation of 
PROMs is dense and complex and only three key points are empha-
sized here. 

Firstly, criterion validity assesses the extent to which scores from 
a new instrument agree with those of a gold standard. This has little 
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relevance as it is rare for a new instrument to be necessary or justified 
if a gold standard exists. Second, content validity is always crucial in 
judging a PROM, although it is a matter of judgement rather than sta-
tistical testing. Evidence of content validity is provided by clear expla-
nation of what the instrument is intended to measure; how the items 
were developed and chosen; and whether these items appear to cover 
the intended construct. Third, the construct validity of an instrument 
is statistical. This assesses the available evidence in relation to the 
extent to which scores from the instrument agree with other measures 
in ways that are expected. Increasingly, authors of new PROMs are 
required to specify hypotheses of how they expect the test instrument 
to relate to other variables in order to avoid the biases of retrospective 
logic. 

Responsiveness addresses the extent to which an instrument is able 
to detect changes over time in respondents’ health. Since the over-
arching goal of health care is to bring about beneficial change, it 
may be argued that the most important requirement is that an instru-
ment should accurately capture changes in health when they occur. 
Sometimes an instrument needs to detect clinically important changes 
(that is, not minor or ‘noise’). However, it is argued increasingly that 
the term ‘clinically’ is unhelpful – changes have to be important and 
significant for the patient, not the health professional. A wide array 
of different statistical techniques is used to assess responsiveness, but 
no single approach dominates. The common thread is to assess the 
amount of variability in the change scores of an instrument that is due 
to change relative to other sources of variability (measurement error, 
patient characteristics, and so on).

Precision presents a problem for PROMs. This stems from the basic 
requirement to transform answers to questionnaires into quantitative 
scores that reflect accurately the full spectrum of the underlying phe-
nomenon – pain, disability, social function, and so on. The following 
simplified example demonstrates how measurement assumptions may 
be problematic. An instrument with a physical mobility scale of, say, ten 
questionnaire items may be summed simply to produce a disability score. 
By accident of development, the majority of these items assess quite 
mild disability, for example, being unable to walk very long distances.  
An intervention that enabled a patient to improve at the mild end of 
the spectrum could produce improvements in the majority of items 
when assessed on the hypothetical scale. A patient with more disabil-
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ity could improve at the severe end of the spectrum but show improve-
ment on a smaller number of items. The latter result would be purely 
an artefact of questionnaire selection. An elegant study by Stucki and 
colleagues (1996), in which patients completed the physical mobility 
scale of SF-36 before and after hip-replacement surgery, shows that 
this is not just a hypothetical problem. Recently applied statistical 
techniques such as Rasch analysis are intended to address this prob-
lem by ensuring that scales for newly developed instruments provide 
unidimensional and interval-level measurement of domains (Norquist 
et al. 2004). 

Interpretability is concerned with the meaning and inferences that 
may be drawn from an instrument. Typically, a PROM expresses 
changes that arise from a health-care intervention in terms of quantita-
tive change scores on a scale that has little inherent meaning. It is pos-
sible to address the statistical significance of a given change score but 
less easy to give the result intuitive meaning. One approach is to equate 
a PROM’s change scores to some other life event (if such evidence is 
available), for example to show that a change score is equivalent to 
the deterioration in health associated with a major life event such as 
bereavement. Another approach is to relate change scores to different 
levels of severity of illness, for example by comparing inpatients with 
less-severely ill patients in the community. Such approaches have not 
found much favour and it is likely that the field will increasingly resort 
to a different approach to identify minimal important differences for 
PROMs. This is outlined below. 

Acceptability is an essential requirement. If respondents do not like 
a PROM they will either leave items incomplete or fail to answer the 
questionnaire at all, with major risk of bias in the interpretation of 
results. Instruments vary substantially in simple factors such as length 
and completion time. There are also less obvious variations, such as 
the amount of distressing or complex judgements required from the 
respondent. 

Few studies directly address the issue of acceptability. One excep-
tion is a study of patients who were followed up after attendance at 
eighteen Swedish hospitals (Nilsson et al. 2007). Respondents were 
asked to complete both SF-36 and EQ-5D and to comment on their 
satisfaction with the two instruments. The majority appeared equally 
happy with both but a minority expressed a clear preference. Of these, 
more preferred SF-36 and commonly stated that it allowed them to 
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report their health more comprehensively or that the response cat-
egories allowed more nuanced answers. In another study (Moore 
et al. 2004), patients with multiple sclerosis received SF-36, EQ-5D 
and a fifty-four item disease-specific instrument. The majority were 
happy with all three instruments but the longer disease-specific instru-
ment was preferred among the minority who expressed a preference.  
By way of contrast, patients in a follow-up to a major trial of treatment 
for stroke were randomized to report their health using either EQ-5D 
or SF-36 (Dorman et al. 1997). Respondents who received EQ-5D 
showed a higher response rate and fewer responses with incomplete 
data. However, acceptability may depend as much on specific features 
of the respondent group such as age, co-morbidity and the reason for 
involvement in a survey. 

Feasibility needs to be considered separately as more resources are 
necessary for instruments that require trained staff or that involve sig-
nificant transformation or processing of data to derive results. Costs 
become a major consideration if PROMs are to be delivered to large 
samples and/or over long periods of time. 

Evidence to aid choice of instrument

It is clear that there is a burgeoning number of instruments from which 
to choose for any given problem and that evidence of their measure-
ment properties and performance is potentially complex. It is not sur-
prising that increasing attention is given to comparing instruments 
to identify those PROMs that have overall superior performance.  
It is rare to randomize respondents between instruments to compare 
performance as in the study cited above (Dorman et al. 1997). It is 
far more common for patients to be asked to complete two or more 
PROMs in the context of a trial and to compare their performance. 
This can be very informative if the trial provides other information 
about health as a benchmark. Such studies have tended to focus on the 
comparative evidence of the responsiveness of instruments since this is 
the most critical requirement for evaluations of interventions. 

Several studies have shown that shorter instruments are as sensi-
tive to change as longer instruments (Fitzpatrick et al. 1993; Katz et al. 
1992). This is significant because it suggests that instruments may be 
shortened and reduce respondents’ burden without loss of important 
information. Studies have reported statistically driven reductions of 
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longer instruments such as the Sickness Impact Profile in which the 
short-form versions appear to produce similar results (de Bruin et al. 
1994). Moran et al. (2001) used simulation techniques and results of a 
dataset of three trials of respiratory rehabilitation to analyse the con-
sequences of reducing items in the scales of the widely used Chronic 
Respiratory Questionnaire. They found modest losses of reliability, 
validity and responsiveness that became serious losses only when the 
number of items was reduced to one per scale. It is likely that con-
tent validity, the degree of coverage of the underlying construct, is 
adversely affected when a scale comprises only one item. 

Coste et al. (1997) reviewed a series of forty-two studies that used 
shorter but equivalent instruments and identified a number of prob-
lems. For example, analysis of the shorter version from the dataset 
in which respondents had completed a longer version produced arti-
ficially elevated correlations between the shorter and longer versions. 
Studies seldom re-examined the content validity of the new, shorter 
instrument. Coste et al. concluded that a shortened PROM needs to be 
re-assessed as if it is a brand new instrument, distinct from the longer 
original.

Disease-specific versus generic instruments

Comparative studies have also investigated the widely debated issue 
of the relative merits of disease-specific and generic PROMs. The 
argument for disease-specific instruments is based on the belief that 
such measures will be more sensitive to changes in the health-related 
quality of life produced by an intervention, mainly because they con-
tain a higher proportion of supposedly relevant items for the illness 
and intervention being studied. However, some studies have failed 
to identify such advantages empirically. Walsh et al. (2003) invited 
patients with various conditions that produce back pain to participate 
in a longitudinal survey of health-related quality of life involving the 
completion of both disease-specific and generic PROMs. They found 
no evidence that the disease-specific instrument was more sensitive to 
change over time. 

Wiebe et al. (2003) carried out a structured review and identi-
fied forty-three randomized controlled trials which included direct 
comparison of disease-specific and generic PROMs completed by 
the same patients. The Sickness Impact Profile, Nottingham Health 
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Profile and SF-36 generic instruments were most commonly used in 
the sample of trials. No significant difference between the two types of  
instrument was found when the trials with modest and small overall 
effects were sub-divided according to the size of the underlying treat-
ment effect. The difference between the two types of measure became 
greater and more significant as the true underlying therapeutic effect 
became greater in trials, with disease-specific instruments consistently 
more responsive. This evidence of the superior responsiveness of dis-
ease-specific PROMs is consistent with a review by Murawski and 
Miederhoff (1998) who used a wider array of observational, as well 
as randomized, studies. Wiebe et al. (2003) caution that such evidence 
does not prove that all disease-specific measures are more responsive 
than all generic measures.

Increasingly, it is becoming necessary to carry out reviews that 
assess all of the available evidence in order to inform choices between 
instruments. For practical, largely clinical, reasons such reviews tend 
to focus on the evidence on PROMs that relate to specific illnesses. 
Some of these reviews are relatively informal in terms of how evidence 
is sought, assessed and described (Carr et al. 1996). However, they 
are becoming more formal with increasing use of explicit search and 
inclusion criteria for relevant studies and scoring of the strength and 
quality of evidence for instruments included in the review (Garratt et 
al. 2004; Haywood et al. 2005). This enables readers to draw inde-
pendent assessments of the evidence to determine whether or not they 
agree with reviewers’ recommendations. 

It is has been argued that such reviews are helpful in facilitating 
evidence-based recommendations but frequently are still limited by 
their reliance on informal and implicit criteria for what constitutes 
good measurement properties (Terwee et al. 2007). For example, a 
review may report and rate all the available evidence on the valid-
ity, responsiveness and interpretability of instruments. Typically, this 
will not spell out explicitly what counts as evidence of good validity 
or responsiveness. As an example, Terwee et al. (2007) suggest that 
reviewers might require at least 75% of the specific hypotheses spelt 
out in advance of a study to be supported as positive evidence for 
an instrument’s construct validity. Evidence falling short of this stan-
dard would be rated either indeterminate or negative. Terwee et al. 
argue that wide application of such standards would make reviews 
even more transparent and offer easy choices. These standards would 
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drive up the quality of reporting in original studies that assess the  
measurement properties of PROMs as these tend to be vague about 
most details of procedure. 

Broad problems remain with reviews of the comparative value and 
performance of PROMs. Firstly, these are heavily influenced as much 
by the volume of evidence as by its quality – instruments tend to be 
rated as relatively poor largely because of a lack of evidence. Secondly, 
even the most explicit reviews require difficult judgments of the rela-
tive importance of different criteria. For example, many would argue 
that content validity is fundamentally important and cannot be sub-
stituted by good evidence on other criteria. Those who use PROMs 
in evaluative research often tend to prioritize responsiveness as their 
most important criterion for evaluating and selecting the instrument.  
The third and related problem is the difficulty of reviewing the evidence 
for instruments against all possible uses in all contexts. Unavoidable 
elements of judgment remain regardless of the methodological thor-
oughness of reviews.

Barriers to implementation

Clearly, a substantial number of well-validated PROMs are available 
to provide important evidence of health from users’ and the com-
munity’s perspectives. Nevertheless, health-care providers do not use 
PROMs widely on a regular basis. A number of studies have examined 
potential barriers to more widespread implementation. These may be 
grouped into two broad categories: (i) cognitive; and (ii) logistic and 
resource factors. Evidence for each of these is examined in turn.

Cognitive barriers

Health professionals’ attitudes to PROMs have had a major influence 
on implementation. This is particularly true among doctors who have 
been found to be generally sceptical about their value. An early and 
influential review (Deyo & Patrick 1989) argued that doctors’ train-
ing leads them to be distrustful of data that they consider subjective 
and soft. Information from questionnaires is viewed as inherently less 
reliable than biologically derived data. A study of oncologists found 
that they considered quality of life to be a very important issue for 
their patients but preferred to collect data informally. They were not 
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convinced of the validity of PROMS outside clinical trials (Taylor 
et al. 1996). A study of UK psychiatrists found that few clinicians 
regularly used PROMs in their daily practice (Gilbody et al. 2002). 
Many respondents explained this infrequent use by expressing scepti-
cism about the reliability, validity and responsiveness of the available 
instruments. McHorney and Bricker (2002) asked doctors in a prima-
ry-care setting about the value of PROMs when assessing patients’ 
function. Doctors were sceptical that questionnaire-based informa-
tion could add to what was established by traditional history taking.  
A related problem was found in a study of Dutch paediatricians (Baars 
et al. 2004). They acknowledged that PROMs could provide valuable 
information in principle but were concerned that they lacked the skills 
and professional background to interpret and use the information pro-
vided by such instruments. 

These reservations relate to a broader set of concerns. PROMs are 
seen to be of doubtful value as they do not improve a doctor’s ability to 
diagnose and treat problems more effectively; they identify problems 
that a doctor can do nothing about and are therefore not an effective 
resource or intervention. Certainly randomized controlled trials that 
evaluated PROMs as an addition to clinical services have tended to be 
disappointing. For example, Kazis et al. (1990) randomized doctors 
to receive or not receive information from disease-specific health sta-
tus instruments completed by their patients with rheumatoid arthritis 
every three months for a year. Doctors who received this form of feed-
back found it useful. However, comparison with controls showed no 
differences in processes of care such as medication, referral or satisfac-
tion and no differences in health status at one year follow-up. 

An early structured review of studies that experimentally evalu-
ated the benefits of PROMs for patient care and outcomes was unable 
to find clear evidence to support their use (Greenhalgh & Meadows 
1999). A variety of reasons have been suggested for these predomi-
nantly negative results. It may be that it is not inherent problems of 
data from PROMs per se but rather that the details of the timing, 
presentation and feed-back of data to health professionals limit their 
impact in trials. PROMs have been of particular and long-standing 
interest in cancer services and some more encouraging and more 
focused studies have started to emerge in that field. Detmar et al. 
(2002) randomized doctors in a outpatient palliative care clinic to 
provide standard care alone or, with the addition of three consecutive 
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outpatient visits, in combination with graphic summaries of patients’ 
quality of life recorded by a cancer-specific questionnaire. Audiotapes 
of consultations were analysed. Health-related quality of life was dis-
cussed significantly more frequently in the consultations for which 
doctors received patients’ quality of life scores. Also, the experimental 
consultations identified a higher proportion of health problems than 
the controls. 

A similarly positive result was obtained in a trial by Velikova et al. 
(2004). They randomly assigned patients to be either controls receiv-
ing usual care or in an experimental arm that involved regular comple-
tion of a cancer-specific PROM with results fed back to their doctors. 
At the end of the study the experimental group’s consultations had 
more discussion of health-related quality of life and also experienced 
more favourable quality of life than the controls. The investigators 
noted greater improvement in health-related quality of life in those 
patients who had explicitly discussed the subject during consultations. 
In discussing the differences with other, negative, studies the investiga-
tors also note that their patients saw different clinicians sequentially. 
PROMs may be more valuable in these situations than where there 
is strong continuity of care. More encouraging evidence from more 
recent trials probably reflects more appropriate instruments and bet-
ter ways of feeding information into clinicians’ routines (Marshall et 
al. 2006).

The uptake of PROMs may also have been hindered by the belief 
that such questionnaires are intrusive or burdensome to patients and 
therefore jeopardize the professional-client relationship. Studies that 
have included a separate assessment of patients have invariably found 
that the majority consider that the information conveyed by their 
responses is important for health professionals to know and are posi-
tively satisfied with the task of completing a questionnaire (Detmar et 
al. 2002; McHorney & Bricker 2002; Nelson et al. 1990). In the study 
by McHorney et al. (2002), some patients queried the appropriateness 
of items on anxiety and depression in the context of what they consid-
ered to be purely physical presenting problems. 

Logistic and resource barriers

Logistic and resource barriers include a set of related practical consid-
erations. Time is one that immediately concerns health professionals. 
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In the study of oncologists and their views about PROMs described 
earlier (Taylor et al. 1996), 85% of respondents felt that time con-
straints made it difficult to integrate PROMs into routine patient care. 
Time was also the most commonly cited obstacle in the survey of pae-
diatricians (Baars et al. 2004). The doctors in the study by McHorney 
and Bricker (2000) felt that the economics of managed care meant 
that there was no time for additional activities such as assessment of 
patients’ answers to PROMs. The psychiatrists in the study by Gilbody 
et al. (2002) also felt that more time would be required to include 
PROMs in regular care. 

Time is related to the broader challenge described in different ways 
in the various studies of the use of PROMs in routine practice – the 
need for significant changes in administrative routines in order to 
incorporate regular use of PROMs. Gilbody et al. reported that psy-
chiatrists emphasized the need for a ‘robust infrastructure, particu-
larly in terms of administration and information technology resources’ 
in order to incorporate the routine use of PROMs (Gilbody et al. 
2002, p102). The American doctors would require the whole ‘office 
ecosystem’ to be changed (McHorney & Bricker 2002, page 1117). 
However, administrative changes are not enough. The basic routines 
of health professionals would require adjustments to enable PROMs 
to become a core part of a clinical service.

Economic costs are frequently cited as an additional consideration 
but it is remarkable how few attempts have been made to estimate 
such costs. Moinpour et al. (2007) were unable to provide any esti-
mate of the costs of including PROMs in cancer trials because they 
were invariably bundled in with other research costs. They were able 
to conclude only that the costs of PROMs were likely to prove consid-
erably lower than other clinical and biological endpoints. A recently 
published study by a group at the London School of Hygiene and 
Tropical Medicine (2007) provides one of the few explicitly calculated 
estimates of the total costs of collecting longitudinal data on PROMs. 
They conclude that the total costs in relation to elective surgical proce-
dures are approximately £ 6.50 per patient included in a longitudinal 
survey. The majority of costs relate to data entry and they suggest that 
there may be significant opportunities for cost reduction. This issue 
will require further investigation if widespread use of PROMs is to be 
contemplated in health-care systems. 
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Current and future issues

One trend can confidently be predicted – continued proliferation of 
PROMs despite the attendant confusion that is risked by the availabil-
ity of ever larger numbers of instruments. The pharmaceutical indus-
try is likely to be the main driver of this growth as it responds to the 
growing need to demonstrate impact on ever more specific aspects of 
health-related quality of life for the burgeoning chronic disease mar-
ket. Regulatory pressures in particular will drive the industry to use 
clearly validated instruments to demonstrate ever more precisely pre-
specified domains of quality of life in specific diseases. 

The proliferation of instruments will be driven by the recognition 
that disease-specific instruments can be developed to incorporate the 
preference- or utility-based measurement required for health economic 
decisions (e.g. Torrance et al. 2004). It is not hard to foresee a plethora 
of instruments that produce increasingly difficult selection choices and 
growing problems with the non-comparability of the results of tri-
als and evaluative studies that use increasingly different measures for 
similar domains of outcome. The capacity to provide reliable reviews 
and assessments of the quality and performance of the growing array 
of PROMs will need to be constantly improved.

It is often argued that trials and evaluative studies aiming to 
address health-related quality of life (particularly health) problems 
should include both a disease-specific and a generic measure in order 
optimally to capture the full spectrum of outcomes. It may also be 
argued that more short generic instruments such as EQ-5D or SF-12 
are needed to complement disease-specific PROMs. They will provide 
some means of maintaining comparability of outcomes across studies 
given the increasing proliferation of disease-specific measures. 

A potentially important development that is intended to solve 
many of the problems concerning the proliferation of PROMs may 
simply add to difficulties in the short term. The PROMIS initiative is 
sponsored by the National Institutes of Health in the United States.  
As discussed above it is a large-scale collaboration between scientists 
that will draw on existing instruments and develop new items (Cella 
et al. 2007a) for investigators to use in trials and evaluative studies. 
The long-term vision is to ensure that patients and populations will be 
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assessed by items that are maximally relevant to respondents’ specific 
health problems and levels of disability. In some respects this vision 
resembles that driving the emergence of the individualized PROMs 
described earlier. However, PROMIS involves two quite new tech-
niques to identify standard questionnaire items that maximally match 
the health of the respondent (Cella et al. 2007). Firstly, item response 
theory is a statistical method to select items that match respondents’ 
levels of health or disability. Secondly, computerized adaptive testing 
uses the many strengths of information technology to facilitate that 
matching process. To provide a grossly simplified example – a respon-
dent at a computer answers one question on health and is efficiently 
moved on to the next most appropriate question because the system 
takes account of the answer to the first question. Overall, the volume 
and redundancy of items required of the respondent is minimized and 
the assessment burden is reduced. PROMIS has only been in existence 
since 2005 so it is difficult to assess achievements. In the short term the 
very flexibility of such measuring systems may be confusing for potential 
users who are familiar with conventional, standard, fixed instruments.

Another potentially important recent development has been the pub-
lication of a document by the American Food and Drug Administration 
(FDA) (http://www.fda.gov/CDER/GUIDANCE/5460dft.pdf). This is 
likely to be widely influential as it describes in some detail how evi-
dence from PROMs for drugs and medical products is assessed and 
underlines the importance of issues such as analysis of the implications 
of missing data for PROMs. Its most striking discussion concerns the 
need for those who use this evidence to have a very clearly developed 
model of how a product or drug might relate to quite specific aspects 
of health-related quality of life and to submit detailed evidence of a 
PROM’s validity in measuring those specific domains. At the very least 
this will require much more careful consideration of the selection and 
justification of instruments for use in trials. Ritual inclusion of SF-36 
or EQ-5D to address quality of life aspects in an unfocused way will 
no longer be a valid strategy, at least for submissions to the FDA. 

These recent trends are emerging from the pharmaceutical industry 
and its regulators and push PROMs to become ever more specialized 
and targeted instruments. There will be greater need for health-care 
funders, providers and regulators to produce broader evidence of out-
puts and outcomes via PROMs but as yet this is not articulated as 
forcefully. It might be expected that these needs will push towards 
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more generic solutions that capture the broad impacts of services on 
patients and the public. It may be that the field increasingly diverges 
between these increasingly different needs of industry and public ser-
vices. It will be a challenge for the science to respond to increasingly 
diverse expectations.

Policy implications 

As yet, there is no evidence of PROMs being used extensively and 
routinely in a health-care system in order to assess performance and 
improve quality. The National Health Service (NHS) in the United 
Kingdom requires health-care providers to monitor four major elec-
tive surgical procedures (primary hip or knee replacement, groin her-
nia surgery, varicose vein procedures) by means of specified PROMs 
from 2009. This decision has enormous significance as it is the first 
real test of the scale of benefits that may accrue to patients, the pub-
lic and providers when representative evidence from PROMs is avail-
able to assess the outcomes of all public service providers of particular 
interventions. It is significant that the decision to make monitoring of 
outcomes by PROMs effectively compulsory for four elective surgical 
procedures was preceded by structured reviews to identify the best 
performing PROMs for the four procedures. These were followed by 
pilot studies to ensure that the most appropriate PROMs could be 
identified and that it was feasible to use them for longitudinal moni-
toring. It is also significant that these four surgical procedures have a 
fairly clear, well-understood and specific role in relation to patients’ 
health status. It will be interesting to see how readily the NHS moves 
from applying PROMs in the relatively simple environment of elective 
surgery to assessing the outcomes of long-term conditions for which 
the benefits of interventions may be less clear cut.

To date, PROMs’ real world impact on routine services is largely 
theoretical and assumed. The NHS is field-testing the potential for 
PROMs to improve decisions about health care. The real challenge 
will be to examine their contribution to patients’ and providers’ deci-
sions in relation to more complex health problems where multiple ser-
vices over time make modest and often hard to define contributions to 
the quality of life. These contributions will need careful piloting and 
evaluation before services will feel confident to embrace PROMs on a 
widespread and regular basis. 



82 Dimensions of performance

References

Baars, R. van der Pal, S. Koopman, H. Wit, J (2004). ‘Clinicians’ perspec-
tive on quality of life assessment in paediatric clinical practice.’ Acta 
Paediatrica, 93(10): 1356–1362.

Bergner, M. Bobbitt, R. Carter, W. Gilson, B (1981). ‘The sickness impact 
profile: development and final revision of a health status measure.’ 
Medical Care, 19(8): 787–805.

Brooks, R (1996). ‘EuroQol: the current state of play.’ Health Policy, 37(1): 
53–72.

Carr, AJ. Thompson, PW. Kirwan, JR (1996). ‘Quality of life measures.’ 
British Journal of Rheumatology, 35(3): 275–281. 

Cella, D. Gershon, R. Lai, J. Choi, S (2007). ‘The future of outcomes  
measurement: item banking, tailored short-forms, and computer-
ized adaptive assessment.’ Quality of Life Research, 16(Suppl. 1): 
133–141. 

Cella, D. Yount, S. Rothrock, N. Gershon, R. Cook, K. Reeve, B. Ader, D. 
Fries, JF. Bruce, B. Rose, M (2007a). ‘The patient-reported outcomes 
measurement information system (PROMIS): progress of an NIH 
roadmap cooperative group during its first two years.’ Medical Care, 
45(Suppl. 1): 3–11.

Coste, J. Guillemin, F. Fermanian, J (1997). ‘Methodological approaches 
to shortening composite assessment scales.’ Journal of Clinical 
Epidemiology, 50(3): 247–252.

de Bruin, A. Diederiks, J. de Witte, L. Stevens, F. Phillipsen, H (1994). ‘The 
development of a short generic version of the sickness impact profile.’ 
Journal of Clinical Epidemiology, 47(4): 407–418.

Detmar, S. Muller, M. Schornagel, J. Wever, L. Aaronson, N (2002). ‘Health-
related quality of life assessments and patient physician communica-
tion: a randomized controlled trial.’ Journal of the American Medical 
Association, 288(23): 3027–3034.

Deyo, R. Patrick, D (1989). ‘Barriers to the use of health status measures in 
clinical investigation, patient care and policy research.’ Medical Care, 
27(Suppl. 3): 254–268.

Dorman, P. Slattery, J. Farrell, B. Dennis, M. Sandercock, P (1997). ‘A ran-
domised comparison of the EuroQol and short form-36 after stroke.’ 
British Medical Journal, 315(7106): 461–462.

Ellwood, P (1988). ‘Shattuck lecture – outcomes management. A technology 
of patient experience.’ New England Journal of Medicine, 318(23): 
1549–1556. 



83Patient-reported outcome measures and performance measurement

Fitzpatrick, R. Ziebland, S. Jenkinson, C. Mowat, A (1993). ‘A compari-
son of the sensitivity to change of several health status instruments in 
rheumatoid arthritis.’ Journal of Rheumatology, 20(3): 429–436.

Fitzpatrick, R. Davey, C. Buxton, M. Jones, D (1998). ‘Evaluating patient-
based outcome measures for use in clinical trials.’ Health Technology 
Assessment, 2(14): 1–74.

Garratt, AM. Brealey, S. Gillespie, WJ. DAMASK Trial Team (2004). 
‘Patient-assessed health instruments for the knee: a structured review.’ 
Rheumatology, 43(11): 1414–1423.

Garratt, A. Schmidt, L. Mackintosh, A. Fitzpatrick, R (2002). ‘Quality of 
life measurement: bibliographic study of patient assessed health out-
come measures.’ British Medical Journal, 324(7351): 1417–1422.

Gilbody, S. House, A. Sheldon, T (2002). ‘Psychiatrists in the UK do not use 
outcomes measures.’ British Journal of Psychiatry, 180: 101–103. 

Greenhalgh, J. Meadows, K (1999). ‘The effectiveness of the use of patient-
based measures of health in routine practice in improving the proc-
ess and outcomes of patient care: a literature review.’ Journal of 
Evaluation and Clinical Practice, 5(4): 401–416.

Haywood, K. Garratt, AM. Fitzpatrick, R (2005). ‘Quality of life in older 
people: a structured review of generic self-assessed health instru-
ments.’ Quality of Life Research, 14(7): 1651–1668.

Hunt, S. McEwan, J. McKenna, S (1985). ‘Measuring health status: a new 
tool for clinicians and epidemiologists.’ Journal of Royal College of 
General Practitioners, 35(273): 185–188.

Joint Health Surveys Unit (2008). Health survey for England 2007: latest 
trends. Leeds: NHS Information Centre (http://www.ic.nhs.uk).

Katz, J. Larson, M. Phillips, C. Fossel, A. Liang, M (1992). ‘Comparative 
measurement sensitivity of short and longer health status instruments.’ 
Medical Care, 30(10): 917–925.

Kazis, L. Callahan, L. Meenan, R. Pincus, T (1990). ‘Health status reports 
in the care of patients with rheumatoid arthritis.’ Journal of Clinical 
Epidemiology, 43(11): 1243–1253. 

Kerr, E. Fleming, B (2007). ‘Making performance indicators work: experi-
ences of US Veterans Health Administration.’ British Medical Journal, 
335(7627): 971–973.

Lipscomb, J. Gotay, C. Snyder, C (2007). ‘Patient-reported outcomes in can-
cer: a review of recent research and policy initiatives.’ CA: A Cancer 
Journal for Clinicians, 57(5): 278–300.

London School of Hygiene and Tropical Medicine (2007). Patient reported 
outcome measures (PROMs) in elective surgery. Report to the 



84 Dimensions of performance

Department of Health. London: London School of Hygiene and 
Tropical Medicine (http://www.lshtm.ac.uk/hsru/research/PROMs-
Report-12-Dec-07.pdf).

Marshall, S. Haywood, K. Fitzpatrick, R (2006). ‘Impact of patient-reported 
outcome measures on routine practice: a structured review.’ Journal 
of Evaluation and Clinical Practice, 12(5): 559–568.

McHorney, C. Bricker, D (2002). ‘A qualitative study of patients’ and phy-
sicians’ views about practice-based functional health assessment.’ 
Medical Care, 40(11): 1113–1125. 

Moinpour, C. Denicoff, A. Bruner, D. Kornblith, A. Land, S. O Mara, A. 
Trimble, E (2007). ‘Funding patient-reported outcomes in cancer clin-
ical trials.’ Journal of Clinical Oncology, 25(32): 5100–5115.

Moore, F. Wolfson, C. Alexandrov, L. Lapierre, Y (2004). ‘Do general and 
multiple sclerosis specific quality of life instruments differ?’ Canadian 
Journal of Neurological Sciences, 31(1): 64–71.

Moran, L. Guyatt, G. Norman, G (2001). ‘Establishing the minimal number 
of items for a responsive, valid, health-related quality of life instru-
ment.’ Journal of Clinical Epidemiology, 54(6): 571–579.

Murawski, M. Miederhoff, P (1998). ‘On the generalizability of statistical 
expressions of health-related quality of life instrument responsiveness: 
a data synthesis.’ Quality of Life Research, 7(1): 11–22.

Murray, DW. Fitzpatrick, R. Rogers, K. Pandit, H. Beard, DJ. Carr, AJ. 
Dawson, J (2007). ‘The use of the Oxford hip and knee scores.’ 
Journal of Bone & Joint Surgery, 89(8): 1010–1014.

Nelson, E. Landgraf, J. Hays, R. Wasson, J. Kirk, J (1990). ‘The functional 
status of patients. How can it be measured in physicians’ offices?’ 
Medical Care, 28(12): 1111–1126.

Nilsson, E. Wenemark, M. Bendtsen, P. Kristenson, M (2007). ‘Respondent 
satisfaction regarding SF-36 and EQ-5D, and patients’ perspectives 
concerning health outcome assessment within routine health care.’ 
Quality of Life Research, 16(10): 1647–1654.

Norquist, J. Fitzpatrick, R. Dawson, J. Jenkinson, C (2004). ‘Comparing 
alternative Rasch-based methods vs raw scores in measuring change 
in health.’ Medical Care, 42(Suppl. 1): 125–136. 

Pincus, T. Wolfe, F (2005). ‘Patient questionnaires for clinical research and 
improved standard patient care: is it better to have 80% of the infor-
mation in 100% of patients or 100% of the information in 5% of 
patients?’ Journal of Rheumatology, 32(4): 575–577.

Ruta, D. Garratt, A. Leng, M. Russell, I. Macdonald, L (1994). ‘A new 
approach to the measurement of quality of life: the patient-generated 
index.’ Medical Care, 32(11): 1109–1126.



85Patient-reported outcome measures and performance measurement

Salek, S. Roberts, A. Finlay, A (2007). ‘The practical reality of using a 
patient-reported outcome measure in a routine dermatology clinic.’ 
Dermatology, 215(4): 315–319.

Sanders, C. Egger, M. Donovan, J. Tallon, D. Frankel, S (1998). ‘Reporting 
on quality of life in randomised controlled trials: bibliographic study.’ 
British Medical Journal, 317(7167): 1191–1194.

Siegrist, J. Wahrendorf, M. von dem Knesebeck, O. Jürges, H. Börsch-Supan, 
A (2007). ‘Quality of work, well-being, and intended early retirement 
of older employees: baseline results from the SHARE study.’ European 
Journal of Public Health, 17(1): 62–68.

Stucki, G. Daltroy, L. Katz, J. Johannesson. M. Liang, M (1996). 
‘Interpretation of change scores in ordinal clinical scales and health 
status measures: the whole may not equal the sum of the parts.’ 
Journal of Clinical Epidemiology, 49(7): 711–717.

Taylor, K. Macdonald, K. Bezjak, A. Ng, P. DePetrillo, A (1996). ‘Physicians’ 
perspectives on quality of life: an exploratory study of oncologists.’ 
Quality of Life Research, 5(1): 5–14.

Terwee, C. Bot, S. de Boer, M. van der Windt, D. Knol, D. Dekker, J. Bouter, 
L. de Vet, H (2007). ‘Quality criteria were proposed for measure-
ment properties of health status questionnaires.’ Journal of Clinical 
Epidemiology, 60(1): 34–42.

Torrance, GW. Keresteci, MA. Casey, RW. Rosner, AJ. Ryan, N. Breton, MC 
(2004). ‘Development and initial validation of a new preference-based 
disease-specific health-related quality of life instrument for erectile 
function.’ Quality of Life Research, 13(2): 349–359.

Velikova, G. Booth, L. Smith, A. Brown, P. Lynch, P. Brown, J. Selby, P 
(2004). ‘Measuring quality of life in routine oncology practice 
improves communication and patient well-being: a randomized con-
trolled trial.’ Journal of Clinical Oncology, 22(4): 714–724.

Wagner, AK. Ehrenberg, BL. Tran, TA. Bungay, KM. Cynn, DJ. Rogers, 
WH (1997). ‘Patient-based health status measurement in clinical prac-
tice: a study of its impact on epilepsy patients’ care.’ Quality of Life 
Research, 6(4): 329–341.

Walsh, TL. Hanscom, B. Lurie, JD. Weinstein, JN (2003). ‘Is a condition-
specific instrument for patients with low back pain/leg symptoms 
really necessary? The responsiveness of the Oswestry Disability Index, 
MODEMS, and the SF-36.’ Spine, 28(19): 607–615.

Ware, J. Sherbourne, C (1992). ‘The MOS 36-item short-form health survey 
(SF-36).1. Conceptual framework and item selection.’ Medical Care, 
30(6): 473–483. 



86 Dimensions of performance

Wiebe, S. Guyatt, G. Weaver, B. Matijevic, S. Sidwell, C (2003). ‘Comparative 
responsiveness of generic and specific quality of life instruments.’ 
Journal of Clinical Epidemiology, 56(1): 52–60.



Introduction

The purpose of this chapter is to review the state of the art in develop-
ing clinical process measures and to describe some of the schemes that 
are using these measures for health system improvement. A high-level 
summary of the major steps involved in constructing good clinical pro-
cess measures is provided to enable policy-makers to appreciate some 
of the complexities involved. There is not enough detail for novices 
to be able to develop measures from this source alone, but interested 
readers will be pointed towards examples of best practice.

The section on current schemes that employ clinical process mea-
sures includes a greater number of examples from the United States. 
This reflects the fact that clinical process measurement has been under-
taken systematically in the United States for a longer period. Much 
activity is currently underway in several countries but the measures 
being used are not readily accessible. Some of these schemes may 
therefore be under-represented in this chapter.

The chapter concludes with some thoughts on the best uses of 
process measures, particularly in comparison to outcomes measures.  
In general, both play an important role in stimulating quality improve-
ment at different levels in the health system and neither type of mea-
sure alone is sufficient for all applications. Some directions for future 
research in this area are also proposed.

State-of-the-art development of clinical process measures

Developers generally pass through five steps to create state-of-the-art 
measures: (i) selecting topics; (ii) reviewing clinical evidence; (iii) iden-
tifying clinical process indicators; (iv) constructing process measures; 
and (v) creating scoring methods. The importance of each step is dis-
cussed below, together with what constitutes best practice.

2.3  Measuring clinical quality and  
 appropriateness

 e l i z a b e t h  a .  m c g ly n n
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Selecting topics

Process measurement occurs within a context and the selection of the 
topics for measurement is a critical step in defining this. The avail-
ability and use of performance measures will result in other resources 
being directed at the measured areas (‘what gets measured, gets done’) 
and therefore topic selection should be undertaken systematically. 
This is particularly important if measures are being developed across 
multiple clinical areas or for a specific population. 

Topics for clinical process measures are generally defined by condi-
tions (e.g. hypertension, upper respiratory infection) although these 
may be identified for different age groups (children, older people), set-
tings (ambulatory, hospital, nursing home), or events (discharge from 
hospital, end of life). Ideally, topics are selected because they represent 
critical dimensions of a strategic plan for improving the health out-
comes for a particular group.

The first consideration is to select the outcomes that are of great-
est interest – mortality, morbidity, functioning and well-being are the 
most common outcomes used to identify clinical areas. The availa-
bility of systematic data on these outcomes across the group of inter-
est will facilitate topic selection. Mortality data are the most likely to 
be available (through national data systems) followed by morbidity. 
Systematic, national (or system-level) information on functioning and 
well-being are much less likely to be available. Data collection may 
be best informed by a review of published studies or through a group 
process that obtains input from experts or community leaders.

A second consideration is the condition’s relative impact on the pop-
ulation of interest. In general, priority is given to conditions that are 
highly prevalent (e.g. the top ten causes of death) or have a substantial 
impact on health (e.g. those with the condition have a very high prob-
ability of dying). For example, heart disease and cancer are the leading 
causes of death in the United States and so would be high priorities 
to support plans for reducing premature mortality. Severe depression 
is one of the leading causes of functional limitations worldwide and 
would likely be included in a strategy to improve functioning.

A third consideration is whether outcomes are likely to be affected 
by actions taken in the health-care system. A number of potential 
actions to improve population health do not operate through the 
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health-care system (e.g. ensuring adequate sanitation, safe food, clean 
environments) and some areas do not have health services that are 
effective in changing an outcome. Neither of these areas is fruitful for 
developing clinical process measures.

There are a number of examples of systematic selection of topics 
for quality improvement or measurement. For example, the Institute 
of Medicine (2003) identified twenty priority areas for quality  
measurement representing clinical areas across the age spectrum.  
The Danish National Indicator Project selected clinical areas repre-
senting the greatest use of resources in hospitals (Mainz et al. 2004). 
The Assessing Care of Vulnerable Elders (ACOVE) project selected 
twenty-six conditions representing clinical problems of the elderly 
population using a group judgment process (Wenger et al. 2007).

Reviewing clinical evidence

Once a topic (or topics) has been selected, the next step is to review 
what is known about effective interventions. The starting point is to 
construct the questions that will be answered by the literature search. 
For example, if heart disease was selected as a topic the questions 
might include the following.

•	 What	interventions	have	been	shown	to	be	effective	in	preventing	
heart disease (primary and secondary prevention)? What inter-
ventions have been shown to be ineffective in preventing heart 
disease?

•	 Is	there	evidence	that	early	identification	of	heart	disease	through	
general population screening reduces premature mortality or mor-
bidity, or leads to higher functioning?

•	 What	methods	are	effective	in	accurately	diagnosing	the	presence	
(or absence) of heart disease? What methods are not effective or are 
unnecessary aspects of the diagnostic process?

•	 What	 interventions	 have	 been	 shown	 to	 be	 effective	 in	 treating	
established heart disease? What interventions have been shown to 
be ineffective in treating heart disease?

•	 What	interventions	have	been	shown	to	be	effective	in	helping	peo-
ple return to higher levels of functioning following a heart attack? 
What interventions have been shown to be ineffective?
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•	 What	interventions	have	been	shown	to	be	effective	for	the	ongo-
ing management of persons with established heart disease? What 
interventions have been shown to be ineffective?

In this example, separate questions are posed for primary and sec-
ondary prevention, screening, diagnosis, treatment, rehabilitation and 
ongoing maintenance. This is appropriate for developing measures 
across the continuum of care but measures focused on a single aspect 
of the continuum would require only questions related to that area. 
Positive (what is effective) and negative (what is not effective) ques-
tions are asked to illustrate how evidence for measures of underuse 
(failure to use effective interventions) or overuse (use of interventions 
known to be ineffective) might be developed.

A formal strategy for identifying relevant articles is developed 
once the questions have been agreed upon. Several components are 
involved and the choices within each will depend on the time and 
resources available; degree to which an exhaustive search is necessary 
to meet the goals; and the likelihood of reaching a different conclusion 
by broadening the search strategy. This must include consideration 
of the type of studies that will be included (e.g. only randomized tri-
als or a broad range of study designs); whether particular outcomes 
have been measured (e.g. include only studies that examine the impact 
on premature mortality or on functioning); the characteristics of par-
ticipants (e.g. development of measures for the elderly might require 
only studies on this population); and what specific interventions are 
included (e.g. only those that can be provided in ambulatory settings 
vs. any setting). In addition, the reviewer must consider what data-
bases to search; how far back to look; whether to supplement elec-
tronic searches with other information (e.g. literature cited in articles, 
hand search of specific journals); or whether to include information 
that has not been published in peer reviewed journals (e.g. private 
reports, data from unpublished studies). 

Generally, the articles that will be included in a review are deter-
mined via three steps. First, a list of article titles is obtained by the 
application of search terms and other strategies. This list is screened 
to identify those that are relevant for the particular question and to 
exclude those that are not. Second, these selected titles undergo a more 
formal screen of abstracts to further determine which of these should 
be included. This step can be used to apply some of the selection  
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criteria (e.g. type of study, population, outcomes). Third, a full review 
is conducted on the articles selected during the abstract review and 
relevant information is collated. Some articles may be excluded at this 
step if greater detail available in the full article indicates that they 
do not meet the inclusion criteria (or do meet the exclusion criteria). 
These review results are generally summarized in an evidence table.

Clinical practice guidelines are another source of evidence for con-
structing process measures. Evidence-based guidelines will incorpo-
rate conclusions from the scientific research literature about preferred 
approaches to prevention, screening, diagnosis, treatment, rehabili-
tation and monitoring. Even evidence-based guidelines will include 
some guidance that reflects professional consensus rather than scien-
tific studies. Well-documented guidelines should enable the reviewer 
(or user) to identify easily the foundation for each recommendation 
(Shiffman et al. 2003). The Agency for Healthcare Research and 
Quality (AHRQ) maintains the National Guideline Clearinghouse 
(www.guideline.gov). This holds guidelines from a variety of sources 
and currently has 2083 individual summaries from eight countries; 
European medical societies and WHO. A search for myocardial infarc-
tion identified 252 related guidelines, ranging from those providing 
guidance on the use of a single technology (e.g. electrocardiographic 
monitoring in the hospital setting) to the management of a diagnosis 
(e.g. ischaemic heart disease). It is not unusual to find some disagree-
ment between guidelines developed by different groups and these may 
be worth noting because of their potential impact on the development 
of process measures.

Two important principles should be kept in mind when develop-
ing the evidence base for process measures. First, it is important to 
document the strategy used to retrieve articles because it allows oth-
ers to replicate the approach. Second, it is important to consider how 
the review of evidence might be biased. For example, the search for 
unpublished literature is designed to deal with publication bias – stud-
ies that report positive findings will be published more often than 
those that report negative or no findings.

The approach described here is consistent with the practices for 
identifying articles used by the Cochrane Collaboration (http://www.
cochrane.org/reviews/revstruc.htm), the AHRQ Evidence-based 
Practice Centers (http://effectivehealthcare.ahrq.gov/) and the National 
Institute for Health and Clinical Excellence (NICE) (http://www.nice.
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org.uk/guidance/index.jsp). The process is similar to that used in cre-
ating evidence-based guidelines. 

Identifying clinical process indicators

Process indicators are descriptive statements about the aspect of care 
that is being evaluated and the type of patient that should receive the 
indicated care. Most clinical process indicators are written in a general 
style, such as:

•	 Persons	with	diabetes	mellitus	should	have	their	blood	sugar	mea-
sured at least once each year.

The style introduced by the ACOVE project makes the eligibility 
and expected process statements more explicit by using if/then state-
ments in which the ‘if’ describes the eligible population and the ‘then’ 
describes the expected care process (Wenger et al. 2007). For example:

•	 If a vulnerable elder has diabetes mellitus, then glycated haemoglo-
bin (HbA1c) should be measured annually.

Clinical practice guidelines are ‘systematically developed state-
ments to assist practitioner and patient decisions about appropriate 
health care for specific clinical circumstances’ (Institute of Medicine 
1990). Clinical process indicators have a different purpose as they are 
designed to guide the evaluation of health service delivery. As a result, 
they have some key distinguishing features: 

•	 selective	rather	than	comprehensive;
•	 usually	focus	on	areas	for	which	a	link	to	outcomes	has	been	estab-

lished in the scientific literature;
•	 inclusion	and	exclusion	criteria	are	explicit	rather	than	left	to	clini-

cal judgment;
•	 intended	to	apply	to	the	average	patient	seeing	the	average	physician;
•	 applied	retrospectively	to	a	population	of	patients	(guidelines	are	

used prospectively in the management of a single patient).

Process indicators should be selected in a way that maintains a link 
to the evidence that supports the underlying scientific rationale.  
The RAND/UCLA Appropriateness Method established an approach 
to selecting indicators that combines a review of published evidence 
with a formal expert panel process (Brook 1994). This method is  
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reliable (Shekelle et al. 1998) and has been shown to have content, 
construct and predictive validity in other applications (Hemingway et 
al. 2001; Kravitz et al. 1998; Selby et al. 1998; Shekelle et al. 1998a).

In this approach, the development staff produces a set of draft 
quality indicators based on a review of the literature and guidelines 
(as described above) and measurement expertise. An expert panel is 
recruited based on nominations from appropriate specialty societies. 
The panels generally have nine doctors and include multiple special-
ties (e.g. primary care and specialty care doctors, proceduralists and 
non-proceduralists) and are diverse with respect to geography, gender, 
practice setting and other factors relevant to the purpose of the quality 
indicator set. 

The draft process indicators and the literature review described 
above are referred to an expert panel (usually of nine members) that 
votes on which indicators should be included. Each panel member 
rates each indicator privately on a scale from one (i.e. indicator is not 
a valid measure of quality) to nine (i.e. indicator is a very valid mea-
sure of quality). The development staff summarizes results from the 
initial round of ratings for each indicator to produce the median score 
on validity (central tendency) and the mean absolute deviation from 
the median (spread) and to show whether the indicator ratings dem-
onstrate substantial agreement or disagreement. Panellists assemble to 
discuss the indicators in a face-to-face meeting that allows them all to 
benefit from the perspectives of those with different views. Discussion 
usually focuses on the indicators for which there was substantial 
disagreement in the first round of ratings (for a nine-member panel 
defined as three or more ratings ≤3 and three or more ratings ≥7). 

There are two common reasons for disagreement. First, if the indi-
cator language is unclear the panellists may interpret the intent differ-
ently. In this case staff can rewrite the indicator or clarify definitions 
for key terms so that all panellists consider the same group of patients 
in their ratings. Second, the indicator may address a clinical process 
for which no strong evidence or consensus exists. In this case the indi-
cator is likely to be rejected because reasonable people could disagree 
and there is no strong case for choosing one process over another. 
Panellists vote again after the group discussion and these results deter-
mine which indicators will be included. The standard for the RAND/
UCLA method is to include indicators with a median validity score of 
seven or more that are rated without disagreement.
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This method can be used to create appropriateness of care indi-
cators as well as process quality indicators. The panel process is 
described in detail in the volumes on the RAND Quality Assessment 
(QA) Tools measures (Asch et al. 2000; Kerr et al. 2000; Kerr et al. 
2000a; McGlynn et al. 2000; McGlynn et al. 2000a). Although it is 
common for countries to conduct their own indicator selection pro-
cesses, they frequently refer to indicators that have been developed 
elsewhere. Many indicators transfer well from one country to another 
because the scientific basis is often common internationally (Steel et 
al. 2004). However, transferability may be limited by the organiza-
tion of the delivery system in a country, as was noted in the develop-
ment of the German indicators for the quality of acute stroke care 
(Heuschmann et al. 2006).

Constructing process measures

Ideally, the data source is decided prior to the development of process 
indicators as the type of data available will determine the types of 
indicators that can be constructed. When this does not happen some 
indicators will likely be dropped during measure development because 
it will not be feasible to collect the necessary data from the intended 
source.

Data sources 
There are three major sources of data for measuring process quality: 
(i) medical records (electronic or paper); (ii) billing data; and (iii) sur-
veys (patient or doctor). Each of these has strengths and weaknesses 
which limit the types of indicators that can be evaluated and the valid-
ity of results. Some of the main considerations are highlighted in the 
following paragraphs but there is not sufficient space for full descrip-
tions of all.

Medical records contain the greatest amount of clinical informa-
tion and allow the construction of measures that are clinically detailed 
with respect to defining eligibility, exclusions and scoring criteria. 
Collecting data from paper-based medical records is labour intensive 
and this may limit their utility for routine assessments. Paper-based 
medical records also lack standardized nomenclature which means 
that data collectors need to be carefully trained and supervised to 
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ensure that results are reliable and valid across providers. Electronic 
medical records may offer greater ease of access but many such sys-
tems face the same limitations as paper-based records (lack of standard 
nomenclature, need to abstract key pieces of information manually). 
Developers (and purchasers) of electronic medical records systems face 
difficult tradeoffs between ease of implementation for users and the 
utility of the information produced for secondary uses. To date ease of 
use by clinicians (which may be necessary to stimulate adoption of the 
technology) has been prioritized.

Billing data have the advantages of being available electronically 
and constructed using standardized coding schemes but they lack 
clinical detail. In most cases a bill indicates that an encounter took 
place but contains no information on its content, apart from sepa-
rately billed interventions (e.g. laboratory tests, immunizations, other 
procedures). Also, there is usually no information about the clinical 
profile of the patient (e.g. severity and extent of disease, co-morbid 
conditions, behavioural risk factors). Thus, billing data are most use-
ful for quality indicators that require little clinical detail to identify the 
eligible population (e.g. presence of disease is sufficient and exclusions 
are rare) and to determine whether the process occurred (e.g. whether 
a laboratory test was ordered rather than whether counselling about a 
health-related behaviour occurred). Most billing data do not include 
the results of tests ordered (e.g. HbA1c level; LDL cholesterol level; 
imaging) although such information is increasingly becoming avail-
able electronically and integrated into data warehouses.

Patient survey data are useful when the patient is a reliable reporter 
about the eligibility conditions (e.g. presence of disease, age, health 
risk behaviour, symptoms) and whether or not a process occurred 
(e.g. various screening tests, advice from a doctor). Patients have more 
difficulty reporting specific test values although they may be aware 
of whether intermediate outcome measures for chronic diseases (e.g. 
blood pressure, blood sugar, cholesterol) are high, low or normal. 
Patient surveys can be difficult to collect on a representative sample 
because people are unwilling to participate or may be hard to reach.

Surveys of doctors are useful when evaluating knowledge about 
particular care processes or using scenarios to test what the doctor 
might do. Doctors are less likely than patients to respond to surveys. 
Studies have shown that knowledge does not necessarily translate into 
action so knowledge-based surveys may not be indicative of actual 
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performance. Scenario-based studies are more reliable but there is a 
limit to the number of scenarios that can be tested in a single survey.

Development of measures
Detailed specifications must be developed to enable reliable assess-
ment of the frequency with which a clinical process is delivered.  
The specifications should define unambiguously the criteria for ident-
ifying patients who are eligible for a clinical process indicator and 
for determining whether eligible patients received the indicated care.  
The specifications will take different forms depending on the data 
source. To illustrate the approach to developing specifications, con-
sider the following indicator: 

•	 Persons	with	diabetes	mellitus	should	have	their	blood	sugar	mea-
sured at least once per year.

The first step is to develop specifications to identify those who have 
diabetes mellitus. It is common to consider first whether the eligible 
population needs to be restricted in any way. This is illustrated in 
Table 2.3.1 below.

These questions illustrate a major point in constructing process 
quality measures. In general, such measures are designed with a tend-
ency to specificity rather than sensitivity: appropriate for the popula-
tion identified as eligible for a measure (with only rare exceptions) to 
receive the care process. The difference between these considerations 
and a clinical guideline is that guidelines can allow for clinical judg-
ment – the doctor is responsible for determining the tradeoffs based on 
knowledge of the patient’s full spectrum of health concerns. 

To ensure that data are collected reliably for a process measure, the 
data collector’s judgment must be largely removed. It is rarely possible 
to include all possible clinical exceptions to eligibility. It may not be 
necessary to include an exception that is ‘rare or random’ but those 
that are ‘common or biased’ should likely be included. This requires 
consideration of the application of the measure by asking whether a 
particular clinical exception occurs less than, for example, 1% of the 
time in the population of interest and whether the exceptions would 
be expected to be distributed randomly (without any discernable pat-
tern) across the entities likely to be evaluated. If that test is met, it may 
not be worthwhile to include exceptions for those considerations.
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Table 2.3.1 Assessing the eligible population for clinical process  
indicators 

Consideration Issue for measurement

Does the measure apply 
to patients at all ages or 
should lower and/or upper 
age limits be established?

There may be ages (e.g. children, older adults) 
where the clinical judgment is more critical 
than the standard reflected in the indicator. 

Does the measure apply 
to both type 1 and type 2 
diabetes?

Subgroups within a diagnosis may be excluded. 
In this case, it is often difficult to distinguish 
between type 1 and type 2 in various data 
sources and routine measurement of blood 
sugar is the standard of care for both.

Does the measure apply to 
women with gestational 
diabetes?

The nature of the diagnosis and the routine 
management indicators are different for this 
subgroup.

Does the measure apply 
only to patients with a 
confirmed or established 
diagnosis of diabetes or 
can other factors (e.g. high 
HbA1c value) be used 
to identify the eligible 
population? 

When assessing potential underuse it is 
sometimes appropriate to include persons 
who have signs of disease but diagnosis has 
not been recognized in the medical record. 
The conservative approach requires a 
confirmed diagnosis.

Should persons with a new 
diagnosis be included or 
does the patient have to 
have had the diagnosis for 
some period of time?

Process measures often distinguish between 
new diagnoses (where measures related 
to the quality of the diagnostic process 
are appropriate) and prevalent or existing 
diagnoses (where routine management 
measures are appropriate). This indicator 
is intended to apply to those with an 
established diagnosis.

Should there be exclusions 
for co-morbid conditions?

In some cases management of a co-morbid 
condition (cancer, AIDS) will take priority 
over routine care for the condition under 
consideration for process measures.
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The inclusion criteria are the next consideration and some of the 
questions that typically determine these are shown in Table 2.3.2.

Together, the exclusion and inclusion criteria form the basis for 
identifying the eligible population but the way in which these con-
siderations are operationalized varies with the data source. Medical 
records require instructions related to notation; billing data require 
instructions that include the common codes used (e.g. ICD-9 or 10, 
CPT-4); and patient surveys need a set of questions that will elicit 
information about the inclusion and exclusion criteria. Most process 
measures are constructed by putting together a sequence of events 
and determining whether these occurred within an acceptable time 
frame. For this reason, it is generally better to collect the date associ-
ated with an event (e.g. visit for diabetes) rather than a dichotomous 
answer (yes/no) to a question about whether criteria are met. This 
allows maximum flexibility in assessing whether an indicated process 
has been met.

Finally, the criteria for determining whether or not the indicated 
care has been delivered are specified. The questions in Table 2.3.3 
illustrate how this might be done.

The specifications must include instructions about the type of docu-
mentation or the names of laboratory tests that meet the conditions. 
Specific codes must be listed if billing data are being used.

Creating scoring methods

The last major development step is to create the scoring instructions. 
For process measures, the basic approach for an individual indicator 
is to count the number of times that a patient in the population of 
interest is eligible for an indicator and then the number of times the 

Consideration Issue for measurement

Should there be exclusions 
for health status (e.g. end 
of life)?

Similar to the above consideration, some 
routine management of chronic conditions 
will be inappropriate at the end of life or 
in the face of other health status concerns.

Table 2.3.1 (cont)
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indicated process was delivered to those who are eligible. Table 2.3.4 
illustrates this process for a simple indicator with five patients in the 
population of interest.

In this example, four of the five patients are eligible for the indica-
tor and two passed for a score of two out of four, or 50%.

Some process indicators require multiple events. For example, if the 
example indicator requires two blood sugar tests per year it needs to 
be decided whether the scoring method is ‘all or nothing’. This means 
that the indicator is not passed if a patient receives fewer than two 
tests in a year. Alternatively, partial credit can be granted by counting 
the proportion of required tests received. This can be seen as giving 
each patient two eligibilities (one for each test that should be received) 
and counting the number of times the process was received. The scores 
for an individual patient would be 0%, 50% or 100%.

Increasingly, process indicators are being combined to create com-
posite scores. For example, a diabetes composite score could be com-
piled from multiple process indicators related to routine management 
of diabetes. Similarly, composites can be created across conditions (for 
example, all chronic disease care in a population). Composites are 
constructed in three common ways. 

Table 2.3.2 Determining the inclusion criteria for clinical process 
indicators

Consideration Issue for measurement

What evidence is sufficient 
to determine that the 
patient has diabetes?

Options for a chronic disease include: (i) visit 
where the reason for visit is the diagnosis; 
(ii) medication orders consistent with the 
diagnosis (insulin, oral hypoglycaemics); (iii) 
mention of diabetes as a co-morbid factor in a 
visit for another reason.

Will the measure be 
limited to those with 
evidence of the disease 
in the year in which the 
measure is constructed?

When looking for evidence of underuse, and 
when the diagnosis is not likely to resolve, 
evidence of disease in a time period prior to 
the one in which the care process is being 
evaluated is acceptable. The look-back period 
may be limited in order to improve data 
collection efficiency.
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Table 2.3.3 Specifying the criteria for determining whether indicated 
care has been delivered

Consideration Issue for measurement

What type of blood sugar 
test is sufficient to meet the 
conditions for the indicator?

This has generally been limited to an HbA1c 
test, but multiple tests might be allowed 
to meet a criterion for other indicators. 
Possible question for this indicator is 
whether home monitoring tests are an 
acceptable alternative – they would not 
be accepted as they do not meet the 
intent of this indicator.

Is there evidence that an 
HbA1c test was ordered or 
that laboratory results are 
available?

Tests (and medications) have two signals 
– whether the test was ordered and 
whether it was completed. Accounting 
for orders gives the doctor the benefit of 
the doubt, particularly in systems where 
the patient goes elsewhere for the test. 
Alternatively, orders may not be recorded 
in some records but laboratory reports 
show that a test was done. Standard 
practice at RAND is to take account of 
both orders and test results.

Is there evidence that the 
patient refused the test?

Look for documentation that the patient 
refused a recommended procedure (only 
possible in medical record-based data 
collection or surveys) and allow refusals 
to count toward passing an indicator. 
Refusals could also be used to exclude a 
patient from an indicator.

Does the sequence of events 
matter?

Some instances may require evidence that a 
diagnosis occurred on or before the date 
of the indicated process (blood sugar 
test). Here, the sequence is not important 
because prevalent cases of diabetes are 
sought. Those with a new diagnosis have 
been excluded. However, this type of 
consideration illustrates why it is useful 
to have the dates on which events occur.
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1.  Opportunity score counts all instances in which a patient is eligible 
for an indicator in the denominator and all instances in which the 
indicated care was delivered in the numerator. The implicit weight 
in this case is the prevalence of eligibility for different indicators – 
more common care processes account for a greater portion of the 
total score and patients who are eligible for more indicators con-
tribute more to the total score.

2. Average of averages approach creates a score for each patient and 
then averages the patients’ scores. In this case, each patient counts 
equally toward the total score.

3. All or nothing approach counts the proportion of patients who 
receive all the care for which they are eligible. Each patient counts 
equally although patients eligible for a larger number of indicators 
may be less likely to get all indicated care.

Weights can be added within each of these general approaches in 
order to reflect the different levels of clinical importance attached to 
certain indicators. 

Risk adjustment is used less commonly for process measures. The 
rationale is that most of the risk adjustment occurs in constructing 
the conditions of eligibility. If the process measures are being used 
to compare the performance of different entities, this might include 
consideration of whether one entity has a greater number of patients 
or eligibility events associated with indicators that have low empirical 
scores (i.e. appear to be harder to pass). At RAND, adjustments to 
scores have been constructed to account for this. 

Table 2.3.4 Sample scoring table for a simple performance indicator

Patient Eligible? Received process?

1234 Yes Yes

5678 No NA

9101 Yes No

1112 Yes No

1314 Yes Yes
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Process measurement schemes in operation

Process measures can be used in a variety of ways to improve quality, 
for example as part of accreditation of facilities or providers; in public 
reporting; as part of the structure of benefit designs; and in payment 
incentive programmes. In this section, some of the current uses of pro-
cess measures outside of the research setting are described. This is not 
exhaustive but is intended to illustrate some of the ways in which clinical 
process and appropriateness measures can be used to promote quality.

Accreditation

Accreditation is the recognition by an independent body that an 
organization meets an acceptable standard. Traditionally, accredit-
ing organizations have set standards related to the way in which an 
organization functions (e.g. whether specific procedures are in place, 
certain committees exist and meet regularly, safety codes are met) and 
assessed compliance with these standards through on-site visits. It is 
less common for accrediting bodies to use process measures to assess 
actual performance. 

In the United States, the National Committee for Quality Assurance 
(NCQA) uses about twenty measures of process quality as part of 
its accreditation programme for managed care and preferred provider 
organizations. A description of NCQA’s accreditation programme is 
available on its web site (http://www.ncqa.org/). The process measures 
selected for accreditation are drawn from the Healthcare Effectiveness 
Data and Information Set – HEDIS (Lacourciere 2007). They meet the 
best practice for measure development described above. The process 
quality and patient experience measures account for about 40% of the 
total accreditation score. Managed care organizations participate in 
accreditation voluntarily but about 90% of such organizations in the 
United States seek NCQA accreditation.

At the time of writing, no European countries were identified that 
had incorporated clinical process measures into any voluntary accredi-
tation schemes. To the extent that accreditation is used in Europe, the 
performance measures included are more likely to relate to the volume 
of procedures performed or the waiting times to access a procedure. 
Sometimes volume is used as a proxy for quality but it is not consid-
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ered a clinical process measure. In this context waiting times also do 
not constitute a clinical process measure.

Public reporting

The results of clinical process and appropriateness assessments have 
been reported at various levels in the health-care system. National 
reporting is perhaps the most common and in recent years there has 
been an interest in common measures that allow for cross-national 
comparisons. Results can also be reported anonymously or by the 
name of the provider (health plan, hospital, nursing home, medical 
group physician). 

The AHRQ has produced an annual report on health-care quality 
since 2003. The 2008 report is available from the web site (http://
www.ahrq.gov/qual/qrdr08.htm#toc). A variety of data sources are 
used to construct the measures which report on the following clinical 
areas: cancer; diabetes; end stage renal disease; heart disease; HIV and 
AIDs; maternal and child health; mental health and substance abuse; 
and respiratory diseases. Process indicators constitute the largest por-
tion of the indicators. 

The Organisation for Economic Co-operation and Development 
(OECD) is conducting a project to collect national-level information 
on process quality suitable for cross-national comparisons. The project 
started in 2001 and involves twenty-three countries. The initial report 
contained seventeen indicators, primarily outcomes measures but 
including some process quality indicators for cancer screening (breast, 
cervical) and vaccinations (childhood, adult influenza) (Mattke et al. 
2006). An indicator for retinal screening among persons with diabetes 
has been added subsequently (OECD 2007).

There are a number of examples of public reporting for managed 
care organizations, hospitals and nursing homes in the United States. 
Some organizations are also working to develop public reports of per-
formance at the medical group practice and individual doctor level. 
Since 1999, NCQA has released public reports using clinical process 
measures. A subset of the information collected by NCQA is avail-
able on the web site (http://hprc.ncqa.org/tabid/836/Default.aspx) and 
more detailed information can be purchased. The web site provides a 
high level summary (one to four stars) of performance in a category 
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(e.g. chronic disease category = living with illness) and scores for a sub-
set of eleven individual measures for asthma, diabetes, heart disease and 
mental health are available. These results are shown for each health plan 
along with a comparison to the score for each measure for the top 10% 
of plans nationally and the top 25% and 50% of plans regionally.

Public reports on hospital performance in the United States are 
available from the Centers for Medicare and Medicaid Services (http://
www.hospitalcompare.hhs.gov/). Bar graphs show the results for three 
clinical areas (heart attack, heart failure, pneumonia) and for surgi-
cal care (prevention of infections). Results are displayed for hospitals 
selected by the user and are compared to the United States’ average, 
the average for the state in which the hospital is located and the top 
10% of hospitals nationwide. The information is also available as a 
table that includes the number of patients who were eligible for the 
measure. The Joint Commission provides reports on the same mea-
sures in a different format – symbols provide a high-level summary of 
performance in the category and detailed information is provided on 
each process measure within the category available. There are compar-
isons with the top 10% and average scores both nationally and for the 
state in which the hospital is located (http://www.qualitycheck.org/).

The Netherlands Health Care Inspectorate (IGZ) has developed 
a set of hospital performance indicators that include a combination 
of structure, process and outcomes measures (Dutch Institute for 
Healthcare Improvement 2004). The process measures are based on 
national guidelines. The Danish National Indicator Project focuses 
on hospital-delivered care in eight clinical areas: stroke, hip fracture, 
upper gastrointestinal bleeding, lung cancer, schizophrenia, heart fail-
ure, diabetes and chronic obstructive lung disease (Bartels et al. 2007). 
Participation in reporting is mandatory for hospitals and the results are 
reported using both opportunity and all-or-nothing scoring methods.

Process measures are not used as commonly in public reports on 
nursing homes in the United States. These include only two process 
measures – on influenza and pneumococcal vaccinations (http://www.
medicare.gov/NHCompare). Public reports of performance on clinical 
process measures have been available at the medical group and clinic 
level in Minnesota for the past four years through a private nonprofit 
group. MN Community Measurement was founded by the Minnesota 
Medical Association and seven of the nonprofit health plans operat-
ing in the state (http://www.mnhealthscores.org/Report/). The reports 
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include measures of care processes and outcomes in nine clinical 
areas: asthma, cancer screening, childhood immunizations, chlamydia 
screening, diabetes, pharyngitis (sore throat), upper respiratory infec-
tion, vascular care and coronary artery disease care. Reports for the 
optimal care measurement areas (diabetes, cancer screening, vascular 
and coronary artery disease) use the all-or-nothing scoring method 
and are dominated by outcomes measures.

In the United Kingdom, the Quality and Outcomes Framework 
(QOF) uses process measures to assess the performance of general 
practices. The clinical domain currently includes eighty indicators 
across nineteen clinical areas. The results are available on multiple web 
sites providing overall statistics for the nation (proportion of practices 
achieving 100% performance, average performance levels) and an 
online database that allows users access to detailed information about 
specific practices. The online database (http://www.qof.ic.nhs.uk/) has 
a number of display options including comparisons between a selected 
practice and the averages for the local primary care trust (PCT) and 
England, respectively. 

Benefit design

The use of process measures for benefit design is a relatively new 
phenomenon in the United States. Essentially, process measures are 
used to assess the relative performance of hospitals, medical groups 
or physicians. Patients pay copayments based on relative rankings – 
lower copayments are due if patients see providers with relatively bet-
ter performance. The purpose is to provide patients with a financial 
incentive to seek care from better quality providers. These schemes 
are used by both private insurance companies (e.g. UnitedHealthcare, 
Aetna) and in government run programmes (e.g. the General Insurance 
Commission for the state of Massachusetts). In these schemes, process 
quality measures are generally combined with measures related to the 
cost of care and the most favourable copayments are assigned to pro-
viders who deliver high quality care at low relative cost.

Payment incentives

Process measures have also been used as the basis for payment incen-
tives for providers. These schemes are commonly referred to as pay-
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for-performance programmes and have been implemented at hospital 
and medical group level in the United States and at practice level in 
the United Kingdom.

About twenty-three hospital pay-for-performance programmes cur-
rently operate in the United States. Most draw on the process mea-
sures that the Centers for Medicare and Medicaid Services require for 
reporting (heart attack, heart failure, pneumonia, surgical infection 
prevention). Typically, composite scores are constructed at the condi-
tion level and hospitals are eligible for bonuses (lump sum or per-
centage) based on the level of achievement. For example, the Premier 
Hospital Quality Incentive Demonstration paid a 2% bonus to hospi-
tals in the top decile and a 1% bonus to hospitals in the second decile 
(Lindenauer 2007).

The Integrated Healthcare Association in California has one of the 
longest running pay-for-performance schemes in the United States. 
The programme is designed to incentivize medical groups to improve 
quality. About half of the payment incentive is based on quality mea-
sures and eight of the ten measures used in 2005/2006 were clinical 
process measures (Integrated Healthcare Association 2006).

The pay-for-performance scheme for general practices in the United 
Kingdom has the most extensive use of process quality measures to 
date. At the outset of the programme, the government increased the 
amount of funding for general practices by more than £ 1 billion, 
an approximately 20% increase in general practice budgets (Roland 
2004). Incentives are based on a complex formula that includes mini-
mum and maximum thresholds of performance and a number of 
points allocated for each indicator. Practice size and the prevalence of 
different chronic disease are also included in the calculations. At the 
beginning of the scheme each point was worth £120.

Best uses of process measurement

Most schemes to monitor quality include a combination of different 
types of measures – structure, process and outcomes. This is reason-
able because no single approach to quality measurement addresses all 
issues. Measures should be selected after consideration of the intended 
use of the results as this may inform the type of measure preferred. 

Process measures have four main advantages. First, care processes 
occur more frequently thereby enabling deficits in care to be identified 



107Measuring clinical quality and appropriateness

more rapidly. Many quality measurement schemes encounter too few 
cases to be able to draw robust conclusions; a problem that tends to 
be more pronounced with outcome measures. Second, process mea-
sures describe the care delivery expectations and thus define what 
needs to be done to achieve optimal care delivery. When monitoring 
outcomes, the reasons for poor results are not always clear and it may 
be necessary to collect process measures to identify the steps that must 
be taken to improve these outcomes. Third, process measures gener-
ally do not require risk adjustment beyond the specifications associ-
ated with identifying eligible patients. This increases the potential for 
greater acceptability of the measures as risk adjustment of outcome 
measures is challenging (and rarely satisfies those being measured). 
Fourth, processes reflect the way in which the scientific literature is 
organized. Most studies involve investigations of the effect of a par-
ticular intervention and allow direct links to an evidence base.

So when are these attributes most important? As a general rule, 
process measures are preferred when quality is being measured for the 
purpose of holding organizations or individuals accountable for meet-
ing standards. This is particularly true when organizations or indi-
viduals are being compared. 

Recommendations for developing countries

Increasing research has been conducted to investigate the clinical qual-
ity improvement efforts being undertaken in developing countries. 
Successful efforts that have been documented show that these use similar 
meta-analyses to those undertaken in developed countries (Leatherman 
et al., forthcoming). Some conclusions on successful monitoring of qual-
ity in settings with limited resources can be drawn from projects that 
have shown favourable outcomes (Berwick 2004; Ovretveit 2004). 

Developing countries face the major barrier of a lack of available 
resources for quality measurement and monitoring. This makes it 
more difficult to introduce not only the infrastructure necessary for 
measurement and monitoring, but also staff training and supervision 
programmes. Yet, investment in these areas has long-term potential as 
it will enable gaps in quality to be identified and addressed to produce 
more efficient allocation of financial resources. 

Given the limited information technology available in developing 
countries it is important to measure only what is necessary to inform 
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policy and not to waste resources by attempting to measure too much. 
Furthermore, quality measurement and monitoring should be directed 
at areas in which quality improvements will have the most impact. 
These may differ from the clinical areas targeted by developed coun-
tries. For example, much of the current literature on quality improve-
ment in developing countries describes efforts in the areas of acute 
illnesses, child care and maternity care. Such efforts may result in 
increases in immunization rates or reductions in childhood and mater-
nal mortality which have a larger impact on the mortality and morbid-
ity of developing countries. 

Where there is a distinct lack of infrastructure, managers should be 
encouraged to think innovatively about alternative ways of measur-
ing quality. Berwick (2004) gives the example of a maternal and child 
health clinic in northern Pakistan that wanted to measure the effect of 
a project on early intervention in pregnancy. The lead doctor on the 
project suggested counting the small graves as an outcome measure. 
This shows a creative way of overcoming the lack of IT infrastructure 
to address the problem at hand.

Physical infrastructures need to be developed in tandem with train-
ing programmes that provide all levels of staff with the skills to carry 
out a systematic measurement of indicators. Moreover, teamwork 
should be encouraged amongst those employing interventions at the 
provider, patient and system levels to ensure that measurement and 
monitoring is integrated throughout.

Finally, it may be useful to develop different systems to reward the 
practitioners or facilities that undertake quality monitoring. These can 
take the form of self-assessment, peer review, certification, accredita-
tion or licensing. Such mechanisms allow recognition of more suc-
cessful endeavours as well as the identification of areas where quality 
monitoring efforts are less effective and can be improved. 

Directions for future research

Clinical process measures offer an important tool for assessing the cur-
rent quality of care being delivered by a system or in a country. They 
are also useful for evaluating whether interventions have improved 
quality performance. This chapter has described the challenges associ-
ated with developing robust process measures and with implement-
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ing assessments on a large scale. One promising direction for future 
research is the development of streamlined approaches to measure the 
development and translation of measures across systems and countries. 
This activity may be performed most effectively by a limited number 
of centres with special expertise in combination with government or 
nongovernmental organizations that translate measures into routine 
use. Methods to assess the appropriateness of a measure or set of mea-
sures for use in a new country or system could increase the potential 
to use or adapt measures in new settings.

There is considerable interest in cross-national comparison of qual-
ity performance. Much of what is known today is derived from sur-
veys but a number of clinical process measures cannot be assessed 
adequately in this way. The development of a core set of process mea-
sures that could be used across countries with different health sys-
tems would increase the ability of countries to learn from one another.  
This would likely require investment from a group that takes the 
lead on this activity as well as cooperation from participating coun-
tries. Such efforts are underway but have encountered considerable 
difficulties.

Another critical area for research is to find ways to integrate mea-
surement and clinical practice. Too often, quality measurement activi-
ties are separate from the delivery of health services. Quality will not 
reach its full potential until methods for measuring and delivering care 
can be integrated.

It would be useful to identify a set of strategies that are effective in 
improving quality in different settings and countries. Research in this 
area is fairly rudimentary and requires considerable work to identify 
the best ways of converting information generated from process assess-
ments into action plans for improvement. With few effective ways of 
sharing lessons learned across different entities and countries, much 
time is spent on unnecessary duplication. 

Quality measurement in developing countries offers an opportunity 
for innovative thinking and approaches that could well translate to 
developed countries. Developing countries may offer fresh perspec-
tives on common quality problems and be less tied to a history of how 
such problems have been solved. It should be a high priority to find 
ways to draw upon the lessons learned from these experiences and to 
make this learning widely available.



110 Dimensions of performance

Conclusions

The methods for developing clinical process and appropriateness mea-
sures are well established and the use of state-of-the-art methods has 
been demonstrated in multiple countries. There has been a substantial 
increase in the number of measures available but their use for qual-
ity improvement and other applications remains limited. The United 
States appears to lead the world in the use of clinical process measures 
in different applications, although the United Kingdom’s pay-for-per-
formance scheme is far more comprehensive. It is beyond the purview 
of this chapter to comment on how effective these measures have been 
in stimulating quality improvement but examples from several coun-
tries show positive trends.

One of the greatest limitations to the rapid uptake of clinical pro-
cess measures is the inadequate data infrastructure in place to support 
measurement. Health care lags behind most modern industries in its 
use of electronic systems for the management of essential processes. 
Without this type of infrastructure, quality measurement is likely to 
be relegated to a minor role and is unlikely to realize its full poten-
tial. Significant investments will be required to develop the necessary 
information infrastructure to manage patients effectively in the face of 
accelerating advances in knowledge as the cognitive processes neces-
sary to process the match between patients’ problems and the available 
solutions exceed human abilities. A by-product of this investment will 
be the development (if done well) of systems that will also allow qual-
ity measurement to accelerate. It will be necessary to take account of 
the information requirements for clinical process measurement as the 
functional requirements for future health-care information systems are 
developed.
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Introduction 

Health systems are not just about improving health. Good ones also 
ensure that people are protected from the financial consequences of 
illness and death, or at least from the financial consequences associ-
ated with the use of medical care. Anecdotal evidence suggests that 
health systems often perform badly in this respect, with devastat-
ing consequences especially for poor and near-poor households. The 
World Bank participatory poverty study in fifty countries – Voices of 
the Poor (Narayan et al. 2000a) – found that poor health and illness 
are universally dreaded as a source of destitution, not only because of 
the costs of health care but also because of the income lost. The study 
documents the case of a twenty-six year-old Vietnamese man who was 
the richest man in his community but became one of the poorest as a 
result of the health-care costs incurred for his daughter’s severe illness 
(Narayan 2000). Another case concerned a thirty year-old Indian mother 
of four who was forced to sell the family’s home and land and must walk 
10 km a day transporting wood on her head in order to finance the cost 
of her diabetic husband’s medical care (Narayan 2000).

How can a health system’s success in protecting people against the 
financial consequences of ill health be measured? What do successful 
systems have in common? How far do health system reforms improve 
people’s financial protection against health expenses? This chapter pro-
vides an overview of the methods and issues arising in each case and 
presents empirical work on financial protection in health, including 
the impacts of government policy. The chapter also reviews a recent 
critique of the methods used to measure financial protection. 

Some preliminaries 

The measures of financial protection developed to date are based on 
out-of-pocket spending on medical care and relate these payments to 

2.4  Measuring financial protection  
 in health

 a d a m  wa g s ta f f
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a threshold (Wagstaff & van Doorslaer 2003). The idea is that out-
of-pocket spending is largely involuntary and does not contribute to 
household well-being in the way that spending on (say) a new car 
might. A household unfortunate enough to have to pay for medical 
care is deprived of resources that could be used to purchase other 
goods and services, including necessities such as food and shelter. One 
approach is to classify spending as catastrophic if it exceeds a certain 
fraction of household income. Another is to classify it as impoverish-
ing if it is sufficiently large to make the difference to a household being 
above or below the poverty line, i.e. in the absence of the medical  
outlays the household’s resources would have been sufficient to keep 
living standards above the poverty line; with the outlays living stan-
dards are pushed below the poverty line. 

Three general issues arise with these approaches. First, the focus is 
the cost of medical care; income losses associated with illness, injury 
and death are not captured, even though they may have greater impacts 
on household welfare. The justification is that these measures aim to 
assess financial protection related to health-care expenses and that the 
social protection system should be responsible for protecting house-
holds against income losses. Second, the assumptions that out-of-
pocket spending on health is involuntary and automatically deprives 
households of resources should be considered. They are discussed 
further below. Third, some argue that the focus on what households 
spend misses an important point – high out-of-pocket costs may deter 
some people from using health services. A country in which people 
pay little out of pocket (and which therefore looks good from a finan-
cial protection perspective) may be one in which people do not use 
health services. Some argue that this should be captured by a financial 
protection measure. 

On the face of it, it seems reasonable that financial protection mea-
sures should capture forgone utilization caused by high out-of-pocket 
costs. However, this confuses policy objectives with policy instruments. 
Policy-makers seek to influence multiple (focal) variables including 
health outcomes and people’s expenditure on health (and by impli-
cation their available resources for other goods and services). They 
have a number of instruments at their disposal, including the share of 
the cost of health care that people pay out of pocket. A change in a 
given instrument will likely affect several focal variables. For example, 
exempting poor people from user fees at public facilities will likely 
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affect their use of services (non-use and under-utilization should fall) 
and the amount that they pay out of pocket. 

The natural approach to a health system assessment is to examine 
how the system functions in terms of the focal variables and works 
backwards to see how far this is attributable to specific set policies that 
have been adopted. For example, a country might show good financial 
protection but poor health outcomes and health inequalities if out-of-
pocket payment policies discourage most people from using health ser-
vices but those that are used are high quality and appropriate. Another 
country might have poor financial protection and poor health outcomes 
and inequalities because people use services (despite high cost at the 
point of use) that are poor quality or inappropriate for their needs. This 
example highlights that performance on financial protection depends not 
just on policies for narrowly defined health financing but also (amongst 
other things) on the way that providers are paid and regulated. 

Catastrophic expenditures

The basics

Many studies simply examine the distribution of catastrophic health 
expenditures. These are defined as health spending that exceeds a thresh-
old usually defined in relation to the household’s pre-payment income. 
This is illustrated in Fig. 2.4.1 which plots out-of-pocket spending on 
medical care (M) against non-medical spending (NM) on other items such 
as food, housing, transport, etc. In Fig. 2.4.1 a household has income 
equal to x (intercept on x and y axes) and outgoings on medical care (M0) 
and other items (NM0). The 45˚ budget line indicates that each dollar 
spent on medical care means one dollar less to spend on other things. It is 
this fact that underpins the concern over financial protection – that medi-
cal care outlays are different from spending on other goods and services. 
They are viewed as involuntary responses to unwanted health shocks 
and are considered to have entirely negative effects on households by 
diverting resources that could have been spent on goods and services that 
contribute to welfare. Waters et al. (2004) define out-of-pocket medical 
spending as catastrophic if it exceeds a certain amount. 

Wagstaff and van Doorslaer (2003), by contrast, consider spending is 
catastrophic if it exceeds some specified fraction of pre-payment income 
(x) defined as the sum of observed medical outlays (M0) and observed 
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non-medical spending (NM0). The threshold could also be defined in 
terms of pre-payment income less a deduction for food and (possibly) 
other necessities (Wagstaff & van Doorslaer 2003; Xu et al. 2003). The 
idea is that these deductions for basic necessities offer a better idea of 
an individual’s ability to pay. These deductions could be an individual’s 
(or household’s) actual food expenditure (F0) or what is considered to 
be the minimum acceptable level of expenditure on food (and perhaps 
other necessities) as reflected in a poverty line (PL). The latter approach 
is problematic when a household’s pre-payment income falls short of 
the poverty line. In such cases, households have a negative estimated 
ability to pay that automatically falls below the catastrophe threshold 
whatever the medical care outlay (Wagstaff & van Doorslaer 2003).1 

1 Xu et al. (2003) use this approach. Their poverty line is just for food 
expenditures, which is subtracted from non-medical consumption (NM0) 
rather than pre-payment income (x). Ability to pay is defined as NM0-PL 
except for households for whom this is negative. In such cases, ability to 
pay is defined as NM0 less actual food expenditure. This leads to the rather 
unsatisfactory outcome that a household just below their poverty line could 
be judged to have the same ability to pay as one just above it. 

Non-medical
expenditures

(NM)

x

NM

Poverty line
(PL)

F

M
Medical expenditure (M)

x

45º

0

0

0

Fig. 2.4.1 Defining catastrophic health spending

Source: Author’s own compilation
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Of course, the precise fraction of pre-payment income (with or 
without some deduction for basic necessities) is arbitrary; therefore it 
is sensible to examine the sensitivity of results to the threshold chosen. 
Fig. 2.4.2 shows catastrophic spending curves for a variety of years 
for Viet Nam – plotting the fraction of households experiencing cata-
strophic out-of-pocket spending (y-axis) for a given threshold (x-axis). 
In this instance, the incidence of catastrophic spending has fallen con-
tinuously over the period, whatever the threshold, and therefore the 
choice of threshold is irrelevant. 

It may be desirable to move beyond counting the number of house-
holds who overshoot the threshold to capturing the amount by which 
they overshoot it. This is common in the poverty literature which 
assesses not only the number of people in poverty but also the pov-
erty gap – the extent to which they fall below the poverty line. The 
catastrophic payment gap is simply the aggregate or average amount 
by which out-of-pocket spending exceeds the threshold (Wagstaff & 
van Doorslaer 2003). Fig. 2.4.3 plots out-of-pocket payments as a 
share of income (y-axis) against the cumulative share of the popula-
tion (x-axis), ranked in decreasing order of out-of-pocket payments as 
a share of income. The catastrophic payment headcount (those whose 
payments exceed the threshold) is obtained by reading off the curve 
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at the threshold. The (aggregate) catastrophic payment gap shows 
the overall amount by which payments exceed the threshold in the 
sample. 

A final modification is to make some allowance for whether well-off 
or worse-off households exceed the threshold. It is likely that policy-
makers would be more concerned about the latter. The incidence of 
catastrophic payments and the catastrophic payment gap could be 
tabulated by pre-payment income quintile or by computing a concen-
tration index for each (Wagstaff & van Doorslaer 2003). For example, 
the concentration index for the catastrophic health expenditure head-
count would be negative if catastrophic expenditures were, on aver-
age, more common among the worse off. Of course, it may be that 
the fraction of the population experiencing catastrophic spending has 
increased over time but become less concentrated among the poor. 
Multiplying the catastrophic payment headcount by the complement 
of the concentration index provides a natural summary measure that 
takes both into account (Wagstaff & van Doorslaer 2003). This is 
equivalent to constructing a rank-weighted average of the binary vari-
able indicating whether or not the person in question had expenses 
exceeding the catastrophic payment threshold, where the weight is 
decreasing in the person’s rank in the income distribution.

Fig. 2.4.3 Catastrophic spending gap 

Source: Wagstaff & van Doorslaer 2003.

Out-of-pocket payments
as % income

Cumul. % pop. ranked in decreasing
order of out-of-pocket payments

as % income

% exceeding
threshold

Threshold

Catastrophic payment gap



120 Dimensions of performance

Empirical studies 

Xu et al. (2003) found large differences when they reported the inci-
dence of catastrophic health spending (using a 40% threshold) in 
fifty-nine countries (Fig. 2.4.4). Xu et al. (2007) recently produced 
estimates for eighty-nine countries covering 89% of the world’s pop-
ulation, again using the 40% threshold. Their estimates range from 
0% in the Czech Republic, Slovakia and the United Kingdom to more 
than 10% in Brazil and Viet Nam. Several OECD countries (Portugal, 
Spain, Switzerland, United States) record rates in excess of 0.5%. 

Van Doorslaer et al. (2007) looked at catastrophic spending in 
ten Asian territories. They found relatively low rates in Malaysia, Sri 
Lanka and Thailand and relatively high rates in China, Viet Nam and 
Bangladesh. This study also looked at the pre-payment income distri-
bution of those experiencing catastrophic payments. For the most part, 
catastrophic spending was concentrated among the better off although 
this was dependent to some degree on the threshold chosen. Taiwan 
is the exception – catastrophic spending was concentrated among the 
poor whatever the threshold. A different picture emerges in Waters et 
al’s (2004) study in the United States. They found a higher incidence 
of catastrophic spending among poor families and those with multiple 
chronic conditions. In Belgium, too, the incidence was found to be 
higher among poorer families (De Graeve & Van Ourti 2003). 

A number of studies explore how policies and institutions impact on 
the incidence of catastrophic health spending. Xu et al. (2003 & 2007) 
found that rates of catastrophic spending are higher in poorer countries 
and in those with limited prepayment systems. Xu et al’s (2007) most 
recent study (controlling for whether prepayment as a share of health 
spending exceeds 50%) found that the incidence of catastrophic spend-
ing does not vary between tax-financed or social health insurance sys-
tems. Looking at cross-country differences, van Doorslaer et al. (2007) 
speculate that the low incidence of catastrophic spending in Sri Lanka, 
Malaysia and Thailand reflects the low reliance on out-of-pocket spend-
ing to finance health care and the limited use of user fees in the public 
sector. By contrast, the high rate of incidence in the Republic of Korea 
is argued to reflect the high copayments in that country’s social insur-
ance system and the partial coverage of inpatient care. De Graeve and 
Van Ourti (2003) found that the incidence of catastrophic spending in 
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Belgium would have been higher without a policy that imposes a ceil-
ing on official out-of-pocket payments linked to a family’s income. This 
ceiling has greatest effect in the middle of the income distribution. 

Several country-level studies conclude that insurance reduces 
the risk of catastrophic health spending. Gakidou et al. (2006) and 
Knaul et al. (2006) found that the introduction of the Popular Health 
Insurance scheme in Mexico from 2001 led to a reduction in the 
incidence of catastrophic health expenditures. Limwattananon et al. 
(2007) found that rates of catastrophic spending in Thailand were 
lower after the universal health-care scheme was introduced in 2001. 
Habicht et al. (2006) found that the risk of catastrophic spending in 
Estonia increased during the late 1990s and early 2000s. They attri-
bute this partly to rising copayments (hence a decrease in the depth 
of coverage) linked to a decline (in real terms) in government health 
spending and partly to the ageing of the population – elderly people 
have shallower coverage, especially for medicines. 

Other studies point to the limitations of using insurance to reduce 
and eliminate catastrophic spending. Wagstaff and Pradhan (2005) 
found that the introduction of a social health insurance scheme in 
Viet Nam in 1993 reduced the incidence of catastrophic expenses. 
Wagstaff (2007) found that the scheme’s subsequent extension to the 
poor (financed through general revenues) produced similar results. 
However, the percentage reductions were estimated to be small and 
high rates of catastrophic spending were observed even among those 
with insurance. These results may be explained partly by the fact that 
insurance appears to have increased the utilization of services in Viet 
Nam. Xu et al. (2006) found lower rates of catastrophic out-of-pocket 
spending among the Ugandan population following the removal of 
user fees in 2001 although the rate increased among the poor. They 
speculate that this was due to the frequent unavailability of drugs at 
government facilities following the removal of user fees – patients 
were forced to buy drugs from private pharmacies and informal pay-
ments to health workers increased to offset lost revenues from fees. 
Devadasan et al. (2007) examined how two community health insur-
ance schemes in India affected the risk of catastrophic out-of-pocket 
payments and concluded that they halved the risk. This limited impact 
on benefit packages is attributed to low maximum limits; the exclu-
sion of some conditions from the package; and the use of the private 
sector for some inpatient admissions. 
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Ekman (2007) found that insurance increases the risk of catastrophic 
spending in Zambia and suggests that the amount of care per illness 
episodes may have increased. He contends that quality assurance and 
the oversight of service providers is important in determining how 
far insurance reduces the risk of catastrophic spending. Three recent 
studies from China reinforce these points. Wagstaff and Lindelow 
(2008) found that China’s urban insurance scheme increases the risk 
of catastrophic out-of-pocket spending. These results are attributed in 
part to weak regulation of providers; a fee-for-service payments sys-
tem; and a fee schedule that allows providers to profit from drugs and 
the high-tech care results for insured patients receiving more complex 
care and from higher-level (hence more costly) providers. Wagstaff et 
al. (2007) found that China’s new rural insurance scheme does not 
appear to have reduced the incidence of catastrophic health spending. 
They attribute this to exclusions, high deductibles, low reimbursement 
ceilings and similar supply responses to those seen in the urban setting. 
By contrast, Wagstaff and Yu (2007) found that supply-side interven-
tions in rural China (including the introduction of treatment protocols 
and essential drug lists) reduced the incidence of catastrophic health 
spending. 

Impoverishing expenditures 

The basics

The catastrophic payment approach is limited by its failure to show 
the extent of the hardship caused by catastrophic payments. One 
household might spend more than 25% of its pre-payment income 
on health and yet be nowhere near the poverty line. Another might 
spend only 1% of its pre-payment income before crossing the poverty 
line. Impoverishment offers an alternative perspective – the core idea 
being that health-care expenses should push no one into (or further 
into) poverty. 

A household may be classified as impoverished by out-of-pocket 
payments on medical care if pre-payment income (x in Fig. 2.4.1) 
lies above the poverty line (PL) and non-medical spending (NM0) 
lies below (Wagstaff & van Doorslaer 2003). Comparison of the pre-
payment poverty headcount (fraction of households where x>PL) and 
the post-payment poverty headcount (fraction of households where 
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NM0<PL) can indicate how far out-of-pocket payments cause impov-
erishment by identifying the fraction of the population that crosses the 
poverty line as a result of health expenditures. This approach does not 
capture how far people are pushed below the poverty line as a result 
of health spending or the possibility that health spending may push 
already poor households (in terms of their pre-payment discretionary 
income) into greater poverty. This can be established by comparing the 
pre-payment poverty gap (aggregate shortfall from poverty line using 
x as the living standards measure) with the post-payment poverty gap 
(aggregate shortfall from poverty line using NM0 as the living stan-
dards measure). 

Empirical studies

Wagstaff and van Doorslaer (2003) looked at health-care payments 
and poverty in Viet Nam in 1993 and 1998. Fig. 2.4.5 shows their 
pre-payment income Pen’s parade for Viet Nam in 1998. This paint 
drip chart also shows households’ out-of-pocket payments and a 
food-based poverty line. The difference between the pre-payment and 
post-payment poverty headcount is around 3.5% and the difference 
between the pre-payment and post-payment (normalized) poverty 
gaps is around 1%. In 1993, the difference between the pre-payment 
and post-payment poverty headcounts was 4.4%. This greater fall in 
the headcount for post-payment income reflects the fall in the share 
of income absorbed by health spending over this period in Viet Nam 
(Wagstaff 2002). 

Results for rural China over the same period show a reduction in 
the difference between pre-payment and post-payment headcounts 
(Liu et al. 2003). However, Gustafsson and Li (2004) found the oppo-
site in their analysis of changes between 1988 and 1995. The poverty 
headcount fell by 2.2% at the dollar-a-day poverty line when health 
expenditures were not deducted from disposable income; and by only 
0.7% percentage points when they were. This reflects the fact that the 
share of income spent on health care increased in rural China during 
the period 1988–1995. 

Two studies have looked at trends before and after the introduction 
of a reform. Limwattananon et al. (2007) found that impoverishment 
rates in Thailand were lower (but not zero) following the introduction 
of the universal health-care scheme in 2001. The failure to eliminate 
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impoverishment caused by out-of-pocket expenses is attributed to 
people who bypass their designated provider and thus make them-
selves unnecessarily liable for out-of-pocket payments and non-cov-
erage of certain interventions, e.g. renal dialysis and chemotherapy. 
Knaul et al. (2006) report that the difference between the pre-payment 
and post-payment poverty gap narrowed following the introduction 
of the Popular Health Insurance scheme in Mexico.

Van Doorslaer et al. (2006) used data from eleven Asian countries 
to compare pre- and post-payment poverty headcounts and poverty 
gaps using the World Bank’s dollar-a-day poverty line (as well as its 
US$ 2-a-day poverty line). On average, they found that the dollar-a-
day poverty headcount is almost three percentage points higher when 
out-of-pocket spending is deducted from household consumption.  
The difference is almost four percentage points in Bangladesh and 
India but just 0.1 and 0.3 percentage points in Malaysia and Sri Lanka, 
respectively. 

Alam et al. (2005) compared pre-payment and post-payment pov-
erty headcounts in ten countries in eastern Europe and the former 
Soviet Union using a US$ 2.15-a-day poverty line at 2000 prices and 
purchasing power parities. On average, out-of-pocket payments raise 

Fig. 2.4.5 Out-of-pocket payments and poverty in Viet Nam, 1998 

Source: Wagstaff & van Doorslaer 2003.
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the poverty headcount by 2% percentage points – Armenia (3.4), 
Georgia (3.6) and Tajikistan (3.3) recorded the highest increases. 
Interestingly, the average share of income spent on out-of-pocket 
health care payments is quite different in Armenia (around 12%) and 
Georgia (around 7%). However, the shares among the poorest and 
second poorest quintiles are quite similar at around 14% and 8%, 
respectively. The high incidence of impoverishment due to health-care 
spending in these countries likely reflects the collapse of publicly-fi-
nanced health systems and increasing reliance on out-of-pocket pay-
ments, including informal ones. The rate in Armenia would probably 
have been even higher if the government’s 2001 reform had not pro-
vided the services in the health insurance scheme’s benefit package free 
of charge to households receiving social assistance. 

Is health spending involuntary? 

The catastrophe and impoverishment approaches outlined above make 
two key assumptions. The first is that health-care payments should be 
seen as involuntary and non-discretionary – the result of an unfore-
seen and unwanted shock and rarely the result of a deliberate choice 
by the individual concerned. In this view, health-care payments stand 
apart from other items of household consumption that contribute to 
household welfare or utility. 

This view can be challenged as in some cases individuals may well 
have some discretion (at least at the margin) over health expenditures. 
However, generally it seems more reasonable to treat health spending 
as non-discretionary and to consider that it does not contribute to 
household welfare. This would exclude it from household spending 
in consumption aggregates used in studies of household living stan-
dards. Deaton and Zaidi (1999) reached a similar conclusion based 
partly on the low income elasticities of health spending they found in 
six of the seven developing countries they studied. Burtless and Siegel 
(2001) also argue for this approach in their discussion of proposals to 
take explicit account of health-care spending when computing poverty 
rates in the United States. 

It seems reasonable to treat health expenditures as involuntary but 
the implied practice of excluding out-of-pocket spending from con-
sumption aggregates for measuring poverty is often not followed. 
For example, the World Bank’s official dollar-a-day poverty figures 
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are based on measures of household consumption that include out-
of-pocket spending on medical care. This produces poverty rates that 
are lower than they would be if out-of-pocket spending on medical 
care was treated as involuntary and excluded from the consumption 
aggregate (van Doorslaer et al. 2006). 

Asset sales, dissaving and borrowing

The second assumption that underpins the catastrophe and impover-
ishment approaches is that a household’s non-medical expenditure in 
the period under consideration would have increased by an amount 
equal to its out-of-pocket expenditures on medical care had it not 
incurred the out-of-pocket spending. In other words, it is assumed 
that the household was forced to finance the health spending entirely 
from its current non-medical consumption. 

This assumption fails if the household is able to finance some (or all) 
of the expenditure by running down its stock of financial and physi-
cal assets (dissaving) or by borrowing. In both cases, current income 
(gross of proceeds of asset disposals and loans taken) is higher when 
medical costs are incurred than when they are not. Fig. 2.4.6 illus-
trates a household that spends M0 on medical care and NM0 on other 
things. If the household member needing medical care had not fallen 
ill, the household’s income would have been x’ not x. The difference 
between the two reflects the proceeds of asset sales or funds from a 
gift or loan. The drop in non-medical consumption caused by the use 
of medical care (ultimately the quantity of interest) is equal to the dif-
ference between x’ and NM0. This is less than out-of-pocket spending 
(M0) in cases such as that illustrated in Fig. 2.4.6 when people are able 
to borrow or sell assets to reduce the impact of health spending on 
non-medical consumption. Indeed, it may well be that the household 
is completely able to smooth its non-medical consumption in the face 
of health shocks that necessitate health expenditure. In the case illus-
trated, x’ and NM0 coincide and the medical expenses cause no reduc-
tion in non-medical consumption. The household is only partially able 
to smooth non-medical consumption in the face of health shocks and 
non-medical consumption is cut back in the period when the health 
shock occurs. However, this reduction is less than the amount of the 
medical expenditure. The reduction in non-medical consumption 
equals the amount of health expenditures only in extreme cases when 
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the household is unable to use savings or borrow, as illustrated in Fig. 
2.4.1. 

Empirical evidence suggests that people do prevent drops in non-
medical consumption by selling assets or borrowing. The World Health 
Survey (WHS) asked how people finance their health expenditures 
(http://www.who.int/healthinfo/survey/instruments/en/index.html). 
Respondents were able to choose from the following sources: savings; 
selling items; borrowing from relatives; borrowing from others; health 
insurance; current income; and other. Fig. 2.4.7 shows the cumulative 
percentages for a selection of countries; the y-axis would have been 
700% if people had used all seven sources. It seems likely that people 
in countries with pre-payment schemes financed from general reve-
nues and no out-of-pocket payments would select none of the seven 
options. These people are unlikely to consider that the pre-payment 
scheme is insurance. This explains why South Africa and Sri Lanka 
average less than 100%. The clear message from Fig. 2.4.7 and from 
other surveys is that people borrow, sell assets and dissave to protect 
their living standards in the face of health shocks that necessitate out-

Non-medical
expenditures

(NM)

x

NM

Poverty line
(PL)

F

M
Medical expenditure (M)

x

45º

x’

x’

0

0

0

Fig. 2.4.6 Case where health spending is not financed out of current income 

Source: Author



129Measuring financial protection in health

of-pocket spending on care. The mix of strategies varies from country 
to country. Countries where asset disposals feature prominently are 
likely be those in which households find it difficult to get credit. 

Whatever the sources used to protect living standards in the face of 
health shocks, it is important to allow for such strategies when estimat-
ing people’s financial protection against health expenditures. Failure 
to do so will result in an overestimate of the extent to which health 
expenditures are catastrophic and impoverishing and an underestimate 
of the related degree of financial protection (provided by one method 

Fig. 2.4.7 How households finance their health spending, selected countries

Source: World Health Surveys (http://www.who.int/healthinfo/survey/whsresults/en/
index.html) 
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or another). As far as catastrophic spending is concerned, the numera-
tor in Fig. 2.4.6 (originally M0) should be replaced by the drop in non-
medical consumption caused by the medical expenditure (x’-NM0) 
and the denominator (x) should be replaced by the amount of non-
medical consumption that would have been enjoyed in the absence of 
the health shock (x’). For impoverishment, the pre-payment headcount 
should be assessed on the basis of x’, rather than x, and the post-pay-
ment poverty headcount computed using observed non-medical con-
sumption (NM0). Further doubt is raised about including out-of-pocket 
payments in the consumption aggregate for measuring poverty when 
dissaving, asset sales and borrowing are factored in (van Doorslaer et 
al. 2006). Medical outlays financed largely by dissaving and borrowing 
may push a household above the poverty line when non-medical and 
medical expenditure is combined. A health financing reform that cuts 
out-of-pocket payments and reduces the need for households to dissave 
and borrow would actually increase measured poverty. 

Modification of estimates of catastrophe and impoverishment to 
take account of dissaving, asset sales and borrowing requires an esti-
mate of the counterfactual income (x’) – a household’s income in the 
absence of the health expenditures. The WHS is one of the few house-
hold surveys to ask how households financed their health expendi-
tures. Questions about what was raised by selling assets or borrowing 
are asked sometimes in specialized vulnerability surveys but rarely in 
health surveys. The 1995 Indian National Sample Survey is an excep-
tion. In their analysis of the data, Flores et al. (2008) found heavy use 
of coping strategies including drawing down of savings, asset sales, 
borrowing and transfers. They found that such strategies finance three 
quarters of the cost of inpatient care in rural areas and two thirds in 
urban areas. They also find that these sources fully finance hospital 
costs in 52% of rural and 44% of urban households. Ignoring the 
use of coping strategies to protect current income suggests that 2.2% 
of rural Indian households incur catastrophic payments for inpatient 
care using a 5% threshold. This estimate is reduced to just 0.2% fol-
lowing the adjustments outlined above. 

Flores et al. (2008) found similar dramatic differences for impover-
ishment in urban households. In rural areas, the poverty headcount for 
actual non-medical consumption (NM0 in Fig. 2.4.6) is 39.45% and 
the headcount corresponding to the naive estimate of what non-med-
ical consumption would have been in the absence of medical outlays 
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(x) is 8.94%. The naive approach would indicate that out-of-pocket 
payments have raised poverty dramatically. However, the headcount 
for what non-medical consumption would have been in the absence of 
medical outlays and factoring in people’s coping strategies (x’) is just 
39.39%, barely different from the actual poverty rate. 

These results indicate that households are generally able to smooth 
non-medical consumption in the face of large outlays on medical care. 
This appears at odds with the econometric literature that looks at 
the effects of health shocks on household non-medical consumption. 
Typically, that literature finds that households are unable to smooth 
consumption in the face of health shocks, at least large ones (Gertler 
& Gruber 2002; Wagstaff 2007). However, outlays on medical care 
are just one channel through which health shocks affect non-medical 
consumption. Losses in earned income (possibly offset at least in part 
by increases in unearned income) are another, possibly more impor-
tant, channel and evidence suggests that households are unable to 
smooth consumption in the face of income shocks (Jalan & Ravallion 
1999). Therefore, the two literatures are, in fact, not at odds with one 
another. 

Intertemporal considerations 

Flores et al. (2008) acknowledge that the argument in the previous 
section misses the fact that households incur costs to finance out-of-
pocket payments. These costs should not be disregarded when mea-
suring catastrophic and impoverishing payments. Households with 
insurance cover for out-of-pocket payments likely have reduced uncer-
tainty about future expenditures and are able to hold their wealth in 
less liquid forms that offer higher returns. In addition, loans have to 
be repaid (possibly at very high interest rates) in subsequent periods 
and returns on assets and savings are lost when these have been sold 
or used.

Flores et al. (2008) provide an example of an Indian high-spending 
household in which per capita consumption is INR 6866 and inpatient 
out-of-pocket payments are INR 2760. The household finances these 
payments by borrowing INR 1020; drawing INR 823 from savings; 
and raising INR 298 from asset sales, INR 439 from other sources 
and INR 180 from current income. Flores et al. (2008) focus on the 
INR 180 financed from current income and ignore the other expenses. 
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They compute the coping-adjusted expense ratio by dividing 180 (sum 
financed by current income) by 4286 (6866 consumption less 2580 
out-of-pocket payments financed through coping strategies). This is 
just 4%, one tenth of the conventional ratio of out-of-pocket spend-
ing divided by consumption (2760/6866=40%). Even for the current 
period, 4% is likely to underestimate the hardship caused by medi-
cal care costs – forgone returns accrue from the moment that assets 
and savings are cashed in and loan repayments are likely to start well 
within twelve months of the expenses being incurred. In any case, costs 
incurred beyond the current period should not simply be ignored. 

What might the time path of expenses look like for this Indian 
household? Banerjee and Duflo (2007) report monthly interest rates 
of 3%–4% among India’s poor. If the INR 1020 loan was repaid 
over three years at a 3.5% monthly interest rate then the household’s 
annual repayments would be INR 607. Suppose that in the absence 
of medical-care expenses the household would have held the savings 
and assets for three years. If the INR 823 of savings and the INR 298 
of assets earned 10% per annum then, on average, they would have 
produced combined annual returns of INR 129. Loan interest and 
lost returns give a total cost of INR 736 for each of the three years 
following the inpatient expenditure. This can be compared with the 
household’s per capita consumption in the absence of the interest pay-
ments and forgone returns – INR 4842 (6866-2760+736). The ratio of 
736 to 4842 is 15%, considerably less than the 40% produced by the 
naive calculation but a good deal higher than the 4% from the calcula-
tion above. For some thresholds this might be considered catastrophic. 
Obviously these calculations hinge on assumptions about the duration 
of the loan; loan interest rates; the number of years the assets and sav-
ings would have been held in the absence of the shock; and the interest 
that the household would have earned on them. 

The example above provides a somewhat truer picture but still 
misses something. It overlooks the fact that households are likely to 
incur at least some medical outlays every year – possibly even quite 
high costs for several years in a row. So, while it is true that a health 
shock in year t may not cause a major drop in consumption in that 
year (if any) because the household borrows to finance the cost of 
medical care, it is also possible that the household may already be 
paying off a loan for a previous health shock in year t-2. This is more 
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likely to be the case if health expenditures are highly correlated across 
years at the household level, i.e. if households that incur expenditures 
in one year are more likely to incur expenditures in subsequent years. 

The rank correlation for health expenditures over the five years 
between the two waves of the Viet Nam 1993-98 Living Standards 
Measurement Study panel is 0.36. This is lower than the rank correla-
tion for non-medical consumption (0.66) but still quite high.2 Over the 
two years between the two waves of the China panel used by Wagstaff 
et al. (2007) the rank correlation for medical outlays at household 
level is 0.31, compared to 0.66 for household income. With correla-
tions of this size, episodes of coping with expenses incurred following 
health shocks will likely overlap. In the example of the Indian house-
hold given above this might require the estimated interest payments 
and forgone returns for the INR 2760 medical bill to be added to simi-
lar charges incurred earlier. Thus, Flores et al’s (2008) 15% figure is 
likely to be an underestimate of the hardship caused by medical bills, 
possibly a considerable underestimate. 

Conclusions 

There has been a good deal of progress in designing and implement-
ing measures of financial protection in health but, perhaps inevita-
bly, the work is incomplete. One major challenge concerns how to 
take account of how people finance their medical outlays and when 
they incur the costs. The recent literature (Flores et al. 2008) is right 
to reiterate that, contrary to what is assumed by the naive approach 
used to date, households may not experience much of a drop in living 
standards during the period in which the outlays are made. However, 
households do have to make sacrifices at some stage. Borrowing allows 
the sacrifice to be deferred and spread over multiple periods, although 
interest rates will add to the bill. Furthermore, households are unlikely 
to incur out-of-pocket payments on a one-off basis and more likely 
to incur at least some expenses every year. A household may have 
to borrow to finance a medical care bill precisely because it has not 
yet repaid the loan that financed earlier charges. The challenge is to 
move from the snapshot approach that assumes that outlays entail 

2 Author’s calculation from the Viet Nam 1993 and 1998 Living Standards 
Measurement Study data.
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consumption sacrifices in the period in which they are incurred to an 
intertemporal approach that takes account of the (possibly quite dif-
ferent) time paths of outlays and forgone consumption. 

The naive approach assumes that consumption drops pari passu 
with medical outlays and is therefore likely to underestimate the hard-
ship caused by out-of-pocket spending. However, it remains useful as 
it has the merit of capturing the amount of money that households 
must find (one way or another) and relating this to their standard of 
living. Furthermore, it can be implemented with a standard house-
hold expenditure or multipurpose survey. By contrast, the alterna-
tive approach focuses (purportedly) on costs incurred in the current 
period and ignores those incurred in other periods. For this reason, 
and because it overlooks the fact that some costs (e.g. forgone returns 
on assets and loan repayments) are likely to be incurred in the period 
in which the medical bills are incurred, it is likely to provide a lower, 
possibly highly conservative, bound. 

Subject to the caveats associated with the naive methods of measur-
ing financial protection, some general points emerge from the empiri-
cal literature. Financial protection in health appears to vary across 
countries, partly reflecting the role of per capita income. On average, 
higher rates of catastrophic payments are found in poorer countries 
and therefore those who can least afford large out-of-pocket payments 
for health care are at greatest risk. However, differences exist across 
countries at a given per capita income. These appear to reflect income 
inequality and also the extent to which health-care payments are pre-
paid through some form of insurance. 

The roles of insurance, pre-payment and other forms of financial 
protection emerge from country studies. Expansion of insurance cover-
age tends to reduce the incidence of catastrophic spending and impov-
erishment, while a reduction in the depth of coverage has tended to 
be associated with higher rates. As expected, ceilings on out-of-pocket 
payments reduce the incidence of catastrophic spending. But there are 
caveats. Studies point to a variety of factors that together influence the 
degree to which insurance influences financial protection. 

•	 Insurance	tends	to	increase	the	quantity	of	care	received	and	puts	
upward pressure on out-of-pocket payments. 

•	 Some	 benefit	 packages	 are	 not	 especially	 generous,	 with	 high	
deductibles, high coinsurance rates, low reimbursement ceilings 
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and multiple exclusions (for example, drugs which often use a large 
share of household health spending). 

•	 Providers	may	not	be	properly	compensated	by	third-party	payers.	
They may look to informal payments to make up lost income and 
may be unable to procure drugs on the terms offered by the third-
party payer. 

In China, recent research suggests that supply-side interventions 
(treatment protocols, drug lists, and so on) have had more success in 
improving financial protection than expansion of insurance coverage. 
This reinforces the point made earlier in this chapter – policy-makers 
have a variety of instruments available to increase financial protection 
in health. Insurance coverage is just one important instrument and it 
may not be the most effective for all applications. 
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2.5  Health systems responsiveness:  
 a measure of the acceptability of  
 health-care processes and systems  
 from the user’s perspective

 n i c o l e  va l e n t i n e ,  a m i t  p r a s a d ,  
 n i g e l  r i c e ,  s i lva n a  r o b o n e ,  
 s o m n at h  c h at t e r j i

Introduction 

The World Health Organization (WHO) developed and proposed the 
concept of responsiveness, defining it as aspects of the way individu-
als are treated and the environment in which they are treated during 
health system interactions (Valentine et al. 2003). The concept covers a 
set of non-clinical and non-financial dimensions of quality of care that 
reflect respect for human dignity and interpersonal aspects of the care 
process, which Donabedian (1980) describes as “the vehicle by which 
technical care is implemented and on which its success depends”. 
Eight dimensions (or domains) are collectively described as goals for 
health-care processes and systems (along with the goals of higher aver-
age health and lower health inequalities; and non-impoverishment – as 
measured through other indicators): (i) dignity, (ii) autonomy, (iii) con-
fidentiality, (iv) communication, (v) prompt attention, (vi) quality (of) 
basic amenities, (vii) access to social support networks during treat-
ment (social support), and (viii) choice (of health-care providers). 

Building on extensive previous work, this chapter directs the con-
ceptual and methodological aspects of the responsiveness work in three 
new directions. First, the given and defined domains (Valentine et al. 
2007) are used to link responsiveness (conceptually and empirically) 
to the increasingly important health system concepts of access to care 
and equity in access. The concept of equity used in this chapter was 
defined by a WHO working group with experts on human rights, eth-
ics and equity. It is defined as the absence of avoidable or remediable 
differences among populations or groups defined socially, economi-
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cally, demographically or geographically (WHO 2005). Health inequi-
ties involve more than inequality – whether in health determinants or 
outcomes, or in access to the resources needed to improve and main-
tain health. They also represent a failure to avoid or overcome such 
inequality which infringes human rights norms or is otherwise unfair. 
Second, it expands on the issue of measurement strategies. Third, the 
psychometric results of the responsiveness module from the WHS are 
compared with its survey instrument predecessor in the Multi-country 
Survey (MCS) Study. 

The chapter concludes with analysis of the most recent results for 
responsiveness from the WHS for ambulatory and inpatient health-
care services for sixty-five countries (with special reference to subsets 
of European countries) to see how European countries’ health-care 
systems perform with respect to responsiveness. 

Responsiveness operationalized as a population health concept

Responsiveness is measured using criteria related to the importance of 
users’ views. Individuals who use (or decide not to use) the health-care 
system are viewed as the appropriate source of information on non-
technical aspects of care. This approach implies measuring responsive-
ness through household or other types of user surveys rather than, for 
example, expert opinion or facility audits. 

Concepts such as quality of life and general satisfaction are also 
measured in surveys. However, self-reports have the additional crite-
rion that they should be linked to one or several actual experiences 
with health services in the respondent’s recent past (previous year) 
and upon which they base their views. These experiences are usually 
based on some type of interaction with the health-care system includ-
ing interaction with a specific person in that system; a communication 
campaign; or another type of health system event or action that did 
not entail direct personal interactions. This criterion places the focus 
on what actually happened during contact with the health-care sys-
tem, rather than the respondent’s satisfaction or expectations of the 
health-care system in general.

WHO (2000) broadly defines the health-care system as: ‘all actions 
whose primary intent is to produce health’. The responsiveness mea-
sure proposed by WHO conceptually aims to measure the responsive-
ness of the whole health-care system to the whole population (Murray 
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& Frenk 2000). When the self-report measurement approach based 
on the criterion of an actual (recent) experience is combined with the 
concept of measuring the whole population’s experience of the whole 
health-care system then the measurement challenges are multiplied. 
We outline aspects of these challenges below.

Spheres of health events 

Seven different types of health events that require interactions with 
health-care systems or services are listed below. The list is intended to 
be relevant generically, regardless of the configuration of providers, 
financing, technology, medicines and human resources: 

1. ambulatory care in response to acute needs; 
2. ambulatory care for chronic conditions; 
3. inpatient care for short-term stays (>24 hours; <3 months); 
4. long-term institutionalized care e.g. for populations with mental 

illnesses, disabilities related to physical health conditions or elderly 
populations; 

5. non-excludable public health interventions e.g. public health pro-
motion for communities or population groups such as access to 
improved water and sanitation, smoking bans; 

6. opportunities for participation in health system governance e.g. 
shaping the health system and issues affecting health; 

7. administrative and financial transactions: e.g. ease of making pay-
ments for services and medicines or of obtaining medicines with 
prescriptions, receiving reimbursement from insurance if needed.

This list illustrates that the design of questions in household or user 
surveys and the actual survey coverage would require significant work 
to cover the entire typology of interactions and abide by the criterion 
of obtaining user reports. For example, individuals receiving long-
term institutionalized care cannot respond to household surveys and 
require more targeted designs. Also, questions may need to be tailored 
to the specific institutional arrangements of services (including insur-
ance coverage) for a particular country, region or sector. 
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Roles of the users 

Given that the health-care system is a socially constructed system, 
individuals’ interactions with that system will differ according to cir-
cumstances. These can be categorized into four non-mutually exclu-
sive groupings. For any given time period, a single survey respondent 
may have experiences of interactions that relate to all, none or some 
of these roles:

a. a patient or user (with or without personal contact);
b. a patient or user by proxy e.g. chiefly for children, but also for 

people with mental illness or elderly persons;
c. a relative or close friend of a patient; 
d. a member of society who uses health services but has not done so in 

the defined period of the previous year, and who has some ability to 
shape the structure of health institutions. This citizen role is facili-
tated by the mechanisms for social participation in decision-making 
on health. 

Combining health events and user roles – interactions

The full range of interactions combines user roles and different types 
of health events. When these are stated explicitly they help policy-
makers to understand which aspects of responsiveness they are most 
interested in capturing. A strategy to measure all these combinations 
of interactions and user roles would need to identify the most impor-
tant in order to avoid overburdening respondents. This breadth of 
responsiveness is operationally challenging and to date has not been 
undertaken systematically in any country. Nevertheless, from a heuris-
tic point of view, it is important to observe the potential implications 
of a concept if operationalized fully. It is also vital to decide whether 
measurement is necessary for all domains of responsiveness or a more 
limited set. WHO designed the WHS responsiveness instrument to 
cover interactions represented by the combination of events and user 
roles matching the alphanumeric labels listed above - 1ab, 2ab, 3ab, 
and 6d (involvement in decision-making only).
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Responsiveness and equity in access 

The link between responsiveness and equity in access is important.  
It derives from the impact of service qualities described by the respon-
siveness domains on utilization patterns. An explicit framework that 
describes how responsiveness is linked to access to care via the care 
context and process can inform empirical work aimed at describing 
responsiveness across countries. Fig. 2.5.1 presents such a framework 
that builds on other frameworks in the literature covering the medical-
care process (Donabedian 1973); access to care (Aday & Andersen 
1974; Tanahashi 1978); utilization (Andersen 1995; Bradley et al. 
2002); and the conceptual framework proposed to the Commission 
on Social Determinants of Health (Solar & Irwin 2007). 

The framework has three broad components: (i) environment; (ii) 
agents defining need for care; and (iii) process of care and outcomes 
(Fig 2.5.1). The first two components delineate context and together 
define the need for care at the population level. Their development 
was informed by the Aday and Andersen framework (1974) of ‘health 
policy’; ‘population characteristics’; ‘health service characteristics’; 
and ‘utilization’, with some adaptations. For example, the decision-
making agents component in the Fig. 2.5.1 framework draws attention 
to the role of both providers and users in defining need and setting the 
context for utilization. It evokes three agency groupings: (i) provid-
ers and their accepted protocols (which may differ across countries); 
lay persons (with their socially accepted protocols/norms); and the 
specific epidemiological or biological agents which produce different 
responses from the other two groups of decision-makers. 

Recognition of the separate groupings of providers and lay per-
sons is an important innovation that was raised in the Solar and Irwin 
(2007) framework and the work of the Health Systems Knowledge 
Network of the Commission on Social Determinants of Health (Gilson 
et al. 2007). This distinction is important for understanding the con-
text in which responsiveness is measured and the implications for 
policy discussions. Responsiveness reports on convenience of access 
or confidentiality will reflect different profiles of services which have 
been negotiated by decision-making groups in society. For example, 
midwives in one country may make home visits that are not part of 
population health needs in another. Differences are to be expected and 
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Fig. 2.5.1 Framework for understanding link between health system  
responsiveness and equity in access 

may provide explanations for varying responsiveness across countries. 
However, it is important that these factors are explicit in analytical 
frameworks in order to understand how to improve responsiveness 
across different countries. 

The third component of the framework is most relevant to the 
measurement of responsiveness – the process of care and outcomes. 
An individual who has a specific need for care moves from (a) rec-
ognition of health needs, to (b) decisions for care, to (c) contact with 
the system/utilization, and to (d) coverage. The latter is defined as 
the single, multiple or perpetual contacts to ensure adherence that 
may be required to guarantee adequate care for a particular condi-
tion (adapted from Tanahashi 1978). Care-seekers’ decisions related 
to utilization and the possible achievement of full coverage (explained 
below) for a particular condition are influenced by three broad  
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factors shown in Fig. 2.5.1: (i) the personal context (advice from fam-
ily and friends, personal beliefs); (ii) providers (administering thera-
peutic guidelines/decisions, organization of delivery e.g. being able to 
see a general doctor or specialist directly); and (iii) the health system’s 
capacity to be responsive. The responsiveness domains mostly relate 
to Tanahashi’s (1978) definitions of accessible (users able to reach and 
use health services) and acceptable care or coverage (users willing to 
use accessible services). 

The concept of full coverage is introduced into the framework as 
coverage, although this term is used infrequently in the traditional 
access literature (except Tanahashi 1978 and, more recently, Shengelia 
et al. 2005). It usefully communicates the concept of a norm related 
to interventions for particular conditions. This differs from utilization 
rates for which high or low values indicate only the use of health-care 
resources without explicit reference to norms or need related to par-
ticular conditions. Health outcomes are affected by the extent of cov-
erage reached and may not be affected by utilization rates. Of course, 
there is room for both concepts in the same framework as utilization 
rates for which the vulnerability of the population group is proxied 
(e.g. by income) do give some indication of the resources consumed 
relative to need. 

The literature does make reference to definitions of coverage at 
population and individual levels. Shengalia et al. (2005) define effec-
tive coverage at the individual level as ‘the fraction of maximum pos-
sible health gain an individual with a health care need can expect to 
receive from the health system.’ Tanahashi (1978) refers to a popula-
tion level measure of coverage as ‘the number of people for whom 
the service has satisfied certain criteria relating to its intended health 
intervention, compared with the total target population.’

The third component of the framework also shows the links between 
responsiveness and equity in access. Responsiveness affects access at 
the individual level first. Responsiveness that is systematically worse 
for certain social groups with the same or greater need than other 
social groups could lead to inequities in access. These are defined as 
arising when anticipated, perceived or actual responsiveness attributes 
of the service dissuade certain social groups from seeking and receiving 
adequate care.1 By adapting Tanahashi’s (1978) population-level defi-
nition of coverage to the individual level, ‘adequate care’ would refer 
1 Definition suggested by Elias Mossialos, who commented on the draft chapter. 
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to services striving to meet a predefined technical norm in response to 
a variety of health conditions (completion of treatment; or continued, 
on-going treatment for chronic or palliative cases). Given this relation-
ship between responsiveness, equity in responsiveness and equity in 
access, it is possible to use measures of responsiveness inequalities by 
different social groups (stratified according to need, e.g. proxied by 
income) to anticipate inequities in access. 

Equity considerations for responsiveness survey design

A service that is perceived to have poor responsiveness may not be used 
optimally (or even at all) or as required by the health condition. Yet 
responsiveness measurement needs to be based on actual interactions. 
Thus, one weakness of the measurement approach is that measures 
will be biased upwards. This is not only because self-reports of this 
nature are usually biased upwards (see Ware & Hays 1988) but also 
because they do not fully capture the experiences of respondents 
who are in need but have not used services recently. Responsiveness 
measurement will not record the experience of care of someone who is 
excluded from care by failing to initiate (Aday & Andersen 1974) or 
obtain contact with the system (Tanahashi 1978). 

Fig. 2.5.2 illustrates how populations may be excluded, with refer-
ence to two types of problems. In some cases, populations may not have 
sought care in the defined time period due to responsiveness or other 
factors e.g. financial barriers. These denied users would be excluded 
by screening questions on when they last came into contact with a 
health service. In other cases, the very nature of their vulnerability 
(e.g. homelessness) may put certain populations beyond the reach of 
traditional survey techniques. In both instances, surveys will be biased 
upwards and potentially underestimate inequalities in responsiveness. 
For the first problem, denied users can be asked about the barriers to 
care in order to gain qualitative information on the responsiveness 
measures. The second problem will require special survey efforts (e.g. 
surveys of institutionalized, homeless or migratory populations). 

Special consideration should be given to the inclusion of service 
contacts with children as exposures at early stages of the life course 
have not only equity impacts that transmit into adulthood, but also 
intergenerational consequences. Minors cannot report for themselves 
but reporting by parents has been shown to be effective. This was used 
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groups, overestimating responsiveness

Source: WHO & EQUINET (forthcoming)

for children up to the age of twelve in the WHS, as recommended by 
experts (WHO 2001). 

Some critics have argued for special attention for sicker popula-
tions (Blendon et al. 2003) to ensure equity and because they know 
the services better. A strategy focusing on the sick may use health-fa-
cility exit-based surveys rather than household surveys, although this 
approach may omit those who have not used health services. 

Responsiveness questionnaires

The responsiveness domains were derived from existing patient ques-
tionnaires and studies as reported in the extensive literature review 
conducted by De Silva (2000). This review profiled the question-
naire work undertaken by the AHRQ, Harvard Medical School, the 
Research Triangle Institute and the RAND Corporation. None of the 
existing questionnaires and studies captured all the dimensions that 
they covered collectively. WHO developed an instrument (question-
naire) that covered the collection of dimensions (described in the lit-
erature review) related to non-technical aspects of the process of care: 
dignity, autonomy, communication, confidentiality, prompt attention 
(related to convenience and peace of mind rather than urgent medi-
cal attention), quality of basic amenities, access to social support net-
works during treatment (labelled ‘social support’ in the MCS Study 
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Fig. 2.5.3 Responsiveness questionnaire as a module in the WHS 
questionnaire: interview structure and timing

and ‘access to family and community support’ in the WHS) and choice 
(of health-care providers). 

WHO’s responsiveness questionnaire has been developed and 
refined. Questions (items) were initially fielded in a key informants’ 
survey of thirty-five countries and the results described in The world 
health report 2000 (WHO 2000). A household survey instrument 
which included pre-testing was then developed as part of the MCS 
Study covering sixty countries (Ustun et al. 2001; Valentine et al. 
2007). Following the launch of the MCS Study, the concept of respon-
siveness and the questionnaire were refined and a revised instrument 
was included in the WHS implemented across seventy countries in 
2002–2003. 

The WHS basic survey mode used an in-person interview conducted 
in one of three possible forms: ninety-minute in-household interview 
(fifty-three countries) (long-form); thirty-minute face-to-face interview 
(short-form) (thirteen countries); or computer-assisted telephone inter-
view. Samples were randomly selected (those above eighteen years) 
resulting in sizes of between 600 and 10 000 for each country sur-
veyed. Descriptive statistics about individuals sampled in each country 
are reported in Annex 2. Data collection was performed on a modular 
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basis, addressing different aspects of health and the health system and 
including information on health insurance, health expenditures, socio-
demographics and income, health state valuations, health system 
responsiveness and health system goals (Üstün et al. 2003). Fig. 2.5.3 
provides an overview of the responsiveness module in the WHS. The 
measurement of responsiveness was obtained by asking respondents 
to rate their most recent experience of contact with the health system 
within each of the eight domains by responding to the set of questions 
listed in Fig. 2.5.4. The response categories available were very good, 
good, moderate, bad and very bad. 

Like health, responsiveness is viewed as a multidimensional con-
cept. Each domain is measured as a categorical variable for which 
there is an assumed underlying latent scale. Certain domains are 
more suited to patient evaluation, e.g. quality of basic amenities and 
prompt attention. In contrast, it is more difficult to evaluate whether 
full details of the nature of an illness and all relevant treatments and 
available options have been disclosed as this requires specialist knowl-
edge. Accordingly, it is more problematic to maintain objectivity in 
the evaluation of some domains. Samples have undergone extensive 
quality assurance pro-cedures at data collection stage at country and 
inter-country levels. 

The MCS Study and WHS modules on responsiveness have strong 
similarities. However, they have a number of different ways of expand-
ing coverage and alleviating the burden on survey respondents. More 
notable changes in the WHS include: more face-to-face interviews or 
computer-assisted telephone interviews (MCS Study included twenty-
eight postal surveys); eliciting the experiences of children up to twelve 
(reported through a parent); and reducing the number of items that 
individuals are required to respond to on each domain. The WHS 
module also tried to identify barriers to access by asking people if they 
needed care and, if so, whether they sought care or why they did not 
(Fig. 2.5.3 section 1). The analyses that follow focus on the questions 
asked in sections four and five of the responsiveness module and cover 
the ambulatory and hospital (inpatient) experiences of adult and child 
populations. 
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Fig. 2.5.4 Operationalization of responsiveness domains in the WHS 

Responsiveness domain 
label (short description)

Item questions

Prompt attention
(convenient travel and 
short waiting times) 

How would you rate:
travelling time to the hospital1- 
time you waited before being attended to2- b

Dignity
(respectful treatment  
and communication)

How would you rate:
being greeted and talked to respectfully1- a

respect for privacy during physical examinations 2- 
and treatmentsa.b

Communication
(clarity of 
communication)

How would you rate:
how clearly health-care providers explained 1- 
things to youa

the time you get to ask questions about your 2- 
health problems or treatmenta,b 

Autonomy
(involvement in  
decisions)

How would you rate:
being involved in making decisions about your 1- 
health care or treatmenta 
the information you get about other types of 2- 
treatments or testsb 

Confidentiality
(confidentiality of 
personal information)

How would you rate the way: 
health services ensured you could talk privately 1- 
to health-care providersa

your personal information was kept confidential2- a,b 

Choice
(choice of health-care 
provider)

How would you rate:
1- your freedom to choose the health-care providers 

that attended to you

Quality of basic  
amenities
(surroundings)

How would you rate:
cleanliness of the rooms inside the facility, 1- 
including toiletsa

amount of space you had2- a,b 

Access to family and 
community support
(contact with outside 
world and maintenance  
of regular activities)

How would you rate:
ease of having family and friends visit you1- 
experience of staying in contact with the outside 2- 
world when you were in hospitala,b 

a Similar items appear in the MCS Study
b Item omitted from short version of WHS
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Psychometric properties of the responsiveness domain 
questions 

Psychometrics examines the quality of survey instruments and has 
been used extensively to assess the quality of the responsiveness instru-
ment in both the MCS Study and the WHS. This section briefly consid-
ers three key desirable properties of a survey instrument (feasibility, 
reliability, validity) and compares them in the MCS Study and the 
WHS. The results on these properties are presented in combination 
for ambulatory and home care (as ambulatory care) and separately for 
inpatients. A more detailed description of the psychometric properties 
of the MCS Study is provided by Valentine et al. (2003a & 2007). 

Feasibility

Feasibility refers to the ease of administering an instrument in the field 
and can be assessed by considering factors such as survey response 
rates, the proportion of missing items in a respondent interview (inap-
propriate missing responses) and item missing rates (percentage of 
respondents who omitted a particular item). The literature provides 
little indication of an acceptable survey response or inappropriate 
response missing rates but, in general, guidance indicates that item 
missing rates below 20% can be considered acceptable (Valentine et 
al. 2007; WHO 2005a). 

Survey response rates measured as a percentage of attempted and 
effective contacts were available only for the MCS. The comparison of 
reliability between the two surveys rests mainly on interview comple-
tion (a form of survey response rates) and item missing rates. It is 
important to note that interview completion rates may be as high as 
100% as they give the number of persons who started and completed 
interviews as a percentage of the number of persons who started 
interviews.

The MCS Study shows high measures of feasibility with a response 
completion rate greater than 95% for each of the countries consid-
ered, except Colombia (73%). Furthermore, no country exceeded 
a 20% item missing rate and only three countries had item missing 
rates in excess of 10% (Switzerland, Turkey, Tobago). Valentine et al. 
(2007) provide full results of the psychometric properties of the MCS 
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Study. A similar analysis of the responsiveness instrument in the WHS 
showed that response completion rates per country were greater than 
80% for all countries except Israel (63%). No country exceeded the 
accepted item missing rate threshold of 20% for ambulatory care and 
only Swaziland exceeded this threshold for inpatient care. 

Additional information on the feasibility of the WHS responsiveness 
instrument is provided by the percentage of respondents that report 
missing values for zero; one; two; or three or more items. In countries 
where the long-form questionnaire was implemented, in responses 
on ambulatory care 88% of respondents reported no missing items; 
6% reported one; 2% reported two and 4% reported three or more. 
Corresponding values for inpatient care were 87%, 5%, 1% and 7%. 
In countries where the short-form questionnaire was implemented, 
in responses for ambulatory care 87% returned no missing items, 
11% reported one, 3% reported two and 2% reported three or more.  
The corresponding figures for inpatient care are 81%, 11%, 4% and 
4%. 

Table 2.5.1 offers a more direct comparison of the item missing 
rates. The values for the MCS Study are taken from Valentine et al. 
(2007) and consider only the forty-one countries in which interviewer 
administered interviews were held, corresponding to the method used 
in the WHS. Item missing rates are provided for ambulatory care by 
domain (calculated as the arithmetic mean of missing rates of indi-
vidual items present in a domain) by averaging across countries.  
As can be seen, the WHS reported lower item missing rates for four 

Table 2.5.1 Item missing rates, ambulatory care (%)

MCS Study WHS

Prompt attention 0.86 1.72
Dignity 1.13 1.75
Communication 0.55 0.38
Autonomy 2.70 2.03
Confidentiality 6.40 2.43
Choice 7.50 3.25
Quality of basic amenities 2.30 3.25
   
Average 3.06 2.12
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of the seven domains and failed to exceed 3.25% in any domain. 
Averaged across countries and domains, the overall missing item rate 
in the WHS is nearly 1% lower than that in the MCS Study.

Reliability

The reliability of an instrument refers to the test-retest property of 
measurement, usually over time, all other things being equal. Temporal 
reliability can be measured using the kappa statistic. Landis and Koch 
(1977) suggest that statistics in the range 0.41–0.60 indicate moderate 
reproducibility; 0.61–0.80 substantial reproducibility and 0.81–1.00 
almost perfect reproducibility.

Instrument reliability in the MCS Study was assessed by re-ad-
ministering the entire responsiveness questionnaire to respondents in 
ten country sites one month after the initial interview. There is high 
reliability of all items by domain when averaged across the countries 
(see Valentine et al. 2007). The lowest kappa value reported for any 
domain was 0.64 (for dignity in home care). However, there is vari-
ability in reliability when results are averaged across domains within 
countries. Reproducibility is substantial in five countries, moderate in 
three and low in two.

The reliability of the WHS instrument was assessed by re-interview-
ing 10% of the original sample in each country. The re-interviewed 
respondents were selected randomly and asked to complete the fol-
low-up questionnaire one to seven days after the first interview (Üstün 
et al. 2005). We consider reliability in fifty-three countries for ambu-
latory care and fifty-five countries for inpatient care where sufficient 
data points (>20) were available in the follow-up survey. When the 
kappa statistics are averaged across items within countries, at least 
moderate reliability was reported for ambulatory care in twenty-four 
countries and for inpatient care in twenty-seven countries. When 
results are averaged across countries for each item separately all items 
satisfy at least the condition for moderate reproducibility. 

Table 2.5.2 compares kappa statistics for the MCS Study and the 
WHS. The kappa statistic is provided for each domain, averaged across 
countries and overall for countries and domains. The first and second 
columns in Table 2.5.2 show kappa statistics averaged across the ten 
countries in the MCS Study and the fifty-three countries of the WHS in 
which the responsiveness instrument was re-administered to respon-
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dents. When considering all available countries, the kappa statistics 
are considerably lower for the WHS. However, this does not provide a 
like-for-like comparison. Consideration of the two countries common 
to both surveys (India and China) provided in columns three and four 
indicates very similar comparisons of reliability in each survey. 

Psychometric measures can also be investigated where data are strati-
fied by population groups of interest. This allows an assessment of whether 
any revealed systematic variations suggest caution in interpreting results 
or indicate a need for greater testing before a survey is implemented. 

We investigated the reliability of the WHS responsiveness instru-
ment across European countries for two population groups defined by 
educational tenure. Table 2.5.3 presents average kappa statistics for 
each domain separately for western European countries and those of 
Central and Eastern Europe and the former Soviet Union (CEE/FSU) 
(listed in Annex 1). Results are further presented by level of educa-
tional tenure (defined as people having studied for either more or less 
than twelve years). Table 2.5.3a and Table 2.5.3b report results for 
ambulatory care and inpatient care, respectively. Overall, the reliabil-
ity of the responsiveness instrument appears to be greater in CEE/FSU 
countries than in western European countries, irrespective of levels of 
education. 

Table 2.5.2 Reliability in MCS Study and WHS

MCS+ (10 
countries)

WHS (53 
countries)

MCS+ 

(India, 
China)

WHS 
(India, 
China)

Prompt attention 0.60 0.49 0.66 0.73

Dignity 0.61 0.45 0.69 0.71

Communication 0.57 0.45 0.67 0.73

Autonomy 0.65 0.46 0.71 0.70

Confidentiality 0.59 0.45 0.74 0.71

Choice 0.63 0.40 0.75 0.72

Quality of basic amenities 0.65 0.44 0.71 0.72

+Source: Valentine et al. 2007 
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Table 2.5.3a Reliability across European countries: ambulatory care

Western Europe CEE/FSU Europe overall

Education Education Education
 Low High Low High Low High

Prompt attention 0.49 0.44 0.59 0.56 0.54 0.50

Dignity 0.40 0.40 0.57 0.60 0.49 0.50

Communication 0.42 0.42 0.52 0.49 0.47 0.45

Autonomy 0.43 0.41 0.55 0.46 0.49 0.43

Confidentiality 0.25 0.52 0.58 0.52 0.41 0.52

Choice 0.37 0.26 0.61 0.52 0.49 0.39

Quality of basic  
 amenities

0.24 0.37 0.54 0.53 0.39 0.45

       
Average 0.37 0.40 0.56 0.52 0.47 0.46

Table 2.5.3b Reliability across European countries: inpatient care

 Western Europe CEE/FSU Europe overall

Education Education Education
Low High Low High Low High

Prompt attention 0.30 0.38 0.68 0.53 0.49 0.45

Dignity 0.34 0.40 0.65 0.53 0.50 0.47

Communication 0.25 0.34 0.56 0.52 0.41 0.43

Autonomy 0.19 0.24 0.61 0.48 0.40 0.36

Confidentiality 0.21 0.37 0.60 0.49 0.41 0.43

Choice 0.23 0.34 0.64 0.49 0.43 0.42

Quality of basic  
 amenities

0.29 0.43 0.62 0.52 0.46 0.47

Social support 0.26 0.38 0.60 0.49 0.43 0.43

       
Average 0.26 0.36 0.62 0.51 0.44 0.43

CEE: Central and eastern Europe; FSU: Former Soviet Union
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Interestingly, country groupings indicate that the reliability of the 
instrument is greater for less educated individuals in CEE/FSU coun-
tries but generally the opposite appears to hold for western Europe. 
Taken in their totality across both groups of countries, the results sug-
gest that (with the exception of the domain for confidentiality and 
choice) educational achievement has little influence on the reliability 
of the responsiveness instrument. Further, the reliability of the instru-
ment for ambulatory care appears marginally better than for inpatient 
care (except for quality of basic amenities domain).

Validity

The psychometric property of validity focuses on exploring the inter-
nal structure of the responsiveness concept, particularly the homoge-
neity or uni-dimensionality of responsiveness domains. The property 
is often measured through factor analysis and Cronbach’s alpha. 
Stronger evidence of uni-dimensionality (factor loadings close to +1 
or -1) supports greater validity of the instrument; a minimum value in 
the range of 0.6 to 0.7 has been suggested for Cronbach’s alpha (e.g. 
Labarere 2001; Steine et al. 2001).

Validity was assessed by pooling data from different countries and 
analysing each domain independently. For the MCS Study, values of 
Cronbach’s alpha suggested that all domains lay within the desired 
range and were greater than 0.7 for all except one (prompt attention 
= 0.61) (Valentine et al. 2007). For the WHS all countries satisfied the 
requirement that Cronbach’s alpha is greater than 0.6 – the minimum 
value across countries was 0.66 for inpatient care and 0.65 for ambu-
latory care. This requirement was also satisfied for all domains except 
prompt attention for ambulatory care (alpha = 0.56). 

We further evaluated the construct validity of the WHS question-
naire using maximum likelihood exploratory factor analysis, as per-
formed by Valentine et al. (2007) when analysing the MCS Study 
ambulatory responsiveness questions (inpatient sector of MCS Study 
contained only one item per domain, except for prompt attention and 
social support). The method makes reference to Kaiser’s eigenvalue 
rule which stipulates that item loadings on factors should be 0.40 or 
greater (Nunnally & Bernstein 1994). The results of the MCS Study 
analysis are presented by Valentine et al. (2007). 
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Valentine et al’s (2007) results confirmed the hypothesized domain 
taxonomy for the majority of the domains. The high human develop-
ment countries have a few exceptions within the domains of prompt 
attention and dignity, where items tend to load on multiple factors. 
For the WHS questionnaire, Table 2.5.4 reports the promax rotated 
factor solutions for ambulatory care computed across all countries 
(pooled) in which the long-form questionnaire was implemented.2  
In general, results confirmed the hypothesized domain taxonomy, as 
the items belonging to particular domains (except autonomy) loaded 
on a single factor. For autonomy, the largest loading for the first item 
was on the factor for communication but the second largest loading 
(0.371) corresponded to the largest loading on the second item (fac-
tor 5). For prompt attention, the two largest loadings fell on a single 
factor (7) but did not reach the threshold suggested by Nunnally and 
Bernstein (1994). 

As seen in Table 2.5.5, the hypothesized domain taxonomy was 
also confirmed for inpatient care and, again, the items failed to load 
on a single factor in only two domains (prompt attention, commu-
nication). The communication item related to information exchange 
loaded more strongly on the autonomy domain. In general, the strong 
association between autonomy, communication and dignity domain 
items supports the assertions made in previous MCS Study work and 
elsewhere that communication is an important precondition or accom-
paniment to being treated with dignity and involvement in decision-
making about care or treatment. 

Measuring responsiveness 

Calculating the measures

Two measures are used to capture health system responsiveness in the 
analyses that follow. The first is the level of responsiveness; the second 
is the extent of inequalities in responsiveness across socio-economic 
groups in a country. This second measure can be used as a proxy 
for equity in responsiveness as explained below. Both measures are 
applied to user reports from ambulatory and inpatient health-care set-
tings, resulting in four indicators per country. 

2  This type of analysis is not suitable for countries in which the short-version 
questionnaire was implemented as only one item was present in each domain. 
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The level of responsiveness (also called the responsiveness score) is 
calculated by averaging the percentage of respondents reporting that 
their last interaction with the health-care system was good or very 
good across the relevant domains (seven domains for ambulatory care; 
eight for inpatient). This average is referred to as overall ambulatory 
or inpatient responsiveness. A higher value indicates better responsive-
ness. Scores or rates per country are age-standardized using the WHO 
World Standard Population table, given that increasing age is associ-
ated with increasingly positive reports of experiences with health ser-
vices (Hall et al. 1990). 

The inequality measure is based on the difference across socio-eco-
nomic groups, in this case identified by income quintiles and a refer-
ence group.3 From a theoretical perspective, the reference group could 
be chosen on the basis of the best rate in the population; the rate in 
the highest socio-economic group; a target external rate; or the mean 
rate of the population. The highest income quintile reference group 
was selected here. Each difference between the highest and other quin-
tiles is weighted by the size of the group with respect to the refer-
ence group. The measure is calculated for each domain and an average 
is taken across all domains to derive a country inequality indicator 
(again, for ambulatory or inpatient services separately).4 Higher value  
for the inequality measure indicates higher inequalities and, by proxy, 
higher inequities (see below). 

The assumption behind the link between the inequality measure of 
responsiveness calculated here and an inequity measure is based on the 
equity criterion that there should be an equal level of responsiveness for 
people with equal levels of health need. To the extent to which income 
may proxy as health needs (assuming a negative relationship between 
income and ill-health), then a positive gradient between income quin-
tiles and responsiveness levels provides evidence of inequity. In other  

3 Harper, S. Lynch, J (2006). Measuring health inequalities. In: Oakes, JM. 
Kaufman, JS (eds.). Methods in social epidemiology. San Francisco: John 
Wiley & Sons. The indicator was further modified by Dr. Ahmad Hosseinpoor 
(WHO/IER). The title of the paper is “Global inequalities in life expectancy 
among men and women” (tentative). 

4 The formula: 

N

yN j

J

j
j µ−∑

=1

; yj : the rate in group j,μ : the rate in 

 reference group, Nj : population size of each group,N: Total population
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words, a positive gradient from low to high income groups would 
imply inequities in responsiveness. Lower income groups would pre-
sumably have greater health service needs and be entitled to at least 
the same, or better, responsiveness from the health system. 

All domain results were sample weighted and average responsive-
ness scores were age-standardized because of the widespread evidence 
of a systematic upward bias in rating in the literature and reports on 
responsiveness and quality of care in older populations (Valentine et 
al. 2007).

Interpreting the measures

In interpreting the indicators of responsiveness, there is no clear cut-
off between acceptable and unacceptable. Clearly, higher responsive-
ness levels and lower inequality measures are better. The literature 
shows that self-reported measures (e.g. responsiveness, quality of life, 
satisfaction) are right-skewed. This was illustrated in the WHO’s raw 
survey results in which 81% of respondents reported in the highest 
two categories (range 52%-96%) in the MCS Study and an average 
of 72% (range 38%-92%) in the WHS. Therefore, the framework for 
interpreting the results on the WHS presented here adopts a bench-
marking approach, comparing countries with similar resource levels 
based on the World Bank income classification of countries (see Annex 
1, Fig. A). The WHS classification of countries was incorporated for 
the European results – western European, and eastern European and 
former Soviet Union countries (Annex 1, Fig.B).

Using this benchmarking approach and the analytical framework 
shown in Fig. 2.5.1, we had some expectations of how the WHS results 
would look. We expected responsiveness to be greater in high resource 
settings because of the increased availability of human resources and 
better infrastructure. Human resources are the main conduit for the 
respect of person domains and, to some degree, prompt attention and 
choice. The higher the quality of the basic infrastructure in a country 
(e.g. better transport networks) the greater the impact on the domains 
of prompt attention and quality of basic amenities in health services.

We anticipate that there will be differences between responsive-
ness measures and general satisfaction measures for the same coun-
try although no direct comparison is drawn in this chapter. Measures 
of general satisfaction may respond to the contextual components 
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described in Fig. 2.5.1 but measures of responsiveness are based on 
actual experiences and will reflect the care process from the perspec-
tive of users. 

WHS 2002 results

Sample statistics

The WHS 2002 was conducted in seventy countries, sixty-nine of 
which reported back to WHO on their responsiveness data. Turkey 
did not complete the responsiveness section. The average interview 
completion response rate was 91% for all countries, ranging from 
44% for Slovenia and up to 100% for as many as twenty-two coun-
tries. Note that the measure of survey response rates was interview 
completion rates – as mentioned, these may be as high as 100% as they 
express the number of persons who started and completed interviews 
as a percentage of the number of persons starting interviews. Sample 
sizes for ambulatory and inpatient care services averaged 1530 and 
609 respectively, across all countries. A wide range across countries 
(130–19 547 for ambulatory use in the last twelve months; 72–1735 
for inpatient use in the last three years) depended on both overall sur-
vey samples and different utilization rates across the different coun-
tries. Female participation in the overall survey sample averaged 56%, 
ranging from 41% (Spain) to 67% (Netherlands). The average age 
across all surveys was forty-three, ranging from thirty-six in Burkina 
Faso to fifty-three in Finland. Details on country-specific samples are 
provided in Annex 2.

Ambulatory care responsiveness 

All countries
Overall results followed expected trends,5 with higher overall levels 
of responsiveness in higher-income countries as shown in Fig. 2.5.5. 
Inequalities between lower- and middle-income countries changed 
slightly but, in general, large reductions in inequalities were only 
observed when moving from middle- to high-income countries. 

5 Australia, France, Norway and Swaziland were not included as they did not 
record an ambulatory section. Italy, Luxembourg, Mali and Senegal were 
dropped as their datasets lacked (minimum) sufficient observations for each 
quintile (thirty or more).
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Fig. 2.5.5 Level of inequalities in responsiveness by countries grouped 
according to World Bank income categories
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Respondents from different country groupings consistently reported 
low responsiveness levels and high inequalities for the prompt atten-
tion domain. The dignity domain was consistently reported as high and 
with low inequalities. The overall gradient between country groupings 
as described in Fig. 2.5.5 held for all domains. In other words, no 
domain was performing significantly better in a lower income group-
ing of countries than in the higher income grouping.

European countries
Within Europe, western European countries showed notably higher 
mean levels of responsiveness and lower inequalities than the CEE/
FSU countries (Fig. 2.5.6). Responsiveness levels across all twenty-five 
European countries ranged from 56% in Russia to 92% in Austria 
(Fig. 2.5.7). Inequalities ranged from 2.2 in Spain to 14.3 in Bosnia 
and Herzegovina. Strikingly, nine of the twelve CEE/FSU countries 
had inequalities higher than the European average and only four of 
the twelve CEE/FSU countries had responsiveness levels greater than 
the average levels for Europe as a whole. By contrast, twelve of the 
thirteen western European countries had responsiveness levels higher 
than the European average. 
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Fig. 2.5.6 Level of inequalities in responsiveness by two groups of twenty-
five European countries 
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Fig. 2.5.7 Inequalities in ambulatory responsiveness against levels for 
twenty-five European countries



164 Dimensions of performance

On average, responsiveness for all domains in western European 
countries was higher than in CEE/FSU countries. Differences were 
largest for the choice and autonomy domains. Prompt attention was 
the worst performing domain in western Europe, while autonomy and 
prompt attention were the worst performing domains in CEE/FSU 
countries. Dignity was the best performing domain in both groups of 
countries, as found for the global average.

Inequalities were higher for all domains in CEE/FSU countries. Both 
groups of countries had the highest inequalities in the prompt atten-
tion domain. Inequalities were lowest in the communication domain 
in CEE/FSU countries and in the basic amenities and dignity domains 
in western Europe.

Inpatient health services 

All countries
The level of responsiveness for inpatient services increased across the 
four income groupings of countries (Fig. 2.5.8).6 However, the pattern 
for inequalities was surprising. Unlike the trend in ambulatory care, 
inpatient inequalities reached a peak in upper middle-income coun-
tries (greatest values in South Africa and Slovakia). 

Responsiveness domain levels (except for autonomy and choice) 
increased across country groupings. Upper middle-income countries 
had lower levels of both domains than lower middle-income countries. 
In general, these domains were also the worst performing (compared 
with prompt attention for ambulatory services). The dignity domain 
performed best in all groupings of countries, followed closely by social 
support. The spike in inequalities observed for upper middle-income 
countries seems to have arisen from sharply higher inequalities for the 
autonomy, basic amenities and social support domains.

European countries
For ambulatory services, responsiveness levels and inequalities in inpa-
tient services differed between western Europe and CEE/FSU countries 

6 Australia, France and Norway were not included because they lacked data 
on assets necessary for construction of wealth index; Swaziland had too 
few observations in the ambulatory section. Ethiopia, Italy, Mali, Senegal 
and Slovenia were dropped from the analysis as their datasets did not have 
(minimum) sufficient observations for each quintile.
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Fig. 2.5.8 Level of inequality in responsiveness across World Bank income 
categories of countries

(Fig. 2.5.9). The average level of responsiveness levels across eleven 
CEE/FSU countries is 70% compared to 80% for fourteen countries in 
western Europe.7 Inequalities were also higher in CEE/FSU countries.

Across all twenty-five European countries, responsiveness levels 
range from 51% in Ukraine to 90% in Luxembourg. Inequities range 
from a low of 3.4 in Austria to 18.9 in Slovakia. Ten of the eleven 
CEE/FSU countries (shown in grey in Fig. 2.5.10) have responsive-
ness inequalities higher than the European average (for inequalities). 
Only five of the eleven CEE/ FSU countries have responsiveness levels 
higher than the average level for Europe, whereas all fourteen west-
ern European countries have a responsiveness level higher than the 
European average.

As for ambulatory services, western European countries show higher 
levels for each of the eight domains of inpatient services. Dignity was 
the best performing domain in CEE/FSU countries; in western Europe 
both dignity and social support had the highest (similar) levels. Choice 
was the worst performing domain for both groups of countries.

7 Italy and Slovenia were omitted from the inpatient services analysis as their 
datasets did not have the minimum number of observations required for 
reliable results.
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Fig. 2.5.9 Level of inequalities in responsiveness by two groups of twenty-
five European countries

Inequalities in all domains were higher for CEE/FSU countries; the 
highest inequality was seen in the prompt attention domain. In west-
ern Europe, inequalities were highest in the domains of autonomy and 
confidentiality. In CEE/FSU countries the lowest inequalities were seen 
in the dignity domain while in western Europe the lowest inequalities 
were seen in social support.

Responsiveness gradients within countries

Ambulatory health services 
The values for the inequality indicator ranged between five and ten 
for the different groups of countries. Fig. 2.5.11 shows how these val-
ues translate into a gradient in responsiveness for different wealth or 
income quintiles within countries. Low- and middle-income countries 
showed a gradient but no gradient was seen in the high-income coun-
tries when averaged together. 

In Europe, the CEE/FSU countries showed a gradient in the level of 
responsiveness across wealth quintiles with richer populations report-
ing better responsiveness (Fig. 2.5.12). The gradient was nearly flat for 
western European countries.
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Fig. 2.5.10 Responsiveness inequalities against levels for twenty-five Euro-
pean countries

Fig. 2.5.11 Gradient in responsiveness for population groups within coun-
tries by wealth quintiles 
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Fig. 2.5.12 Gradient in responsiveness for population groups within 
countries in Europe by wealth quintiles

Inpatient health services 
The gradient in responsiveness for inpatient services is flatter than that 
observed for ambulatory services and most marked in low-income 
countries (Fig. 2.5.13). Similarly, no gradient can be observed across 
wealth quintiles in the two groups of European countries. However, 
people in all quintiles in CEE/FSU countries clearly face worse levels 
of responsiveness than people in any quintile of western Europe (Fig. 
2.5.14).

Health system characteristics and responsiveness 

Fig. 2.5.1 shows the rather obvious observation that factors such as 
resources in the health system provide a context to the process of care. 
It also shows the less obvious result that responsiveness affects the 
process of care, especially with respect to completion of treatment.  
We refer to this as coverage. With this understanding, we first explored 
the relationship between health expenditure and responsiveness in 
order to assess which domains might be more affected. Second, we 
explored the relationship between responsiveness and indicators of 
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Fig. 2.5.14 Gradient in responsiveness for population groups within 
countries in Europe by wealth quintiles
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completion of valid antenatal care as a means of understanding the 
relationship between responsiveness and coverage in general. 

Keeping all other factors constant, well-resourced health system 
environments should be able to afford better quality care and receive 
better responsiveness ratings from users. Using a simple correlation 
for each responsiveness domain and keeping development contexts 
constant (by looking at correlations within World Bank country 
income groups), we observed whether higher health expenditures 
are associated with higher responsiveness and for which domains.  
Fig. 2.5.15 lists the domains for which the correlations between total 
and government health expenditures and responsiveness are signifi-
cant (p=0.05). In general, there is a positive association across many of 
the domains for most country income groupings, with the exception of 
lower middle-income countries. This indicates that increases in health 
expenditures in this grouping of countries are not being translated 
into improvements in patients’ experiences of care, perhaps because 
absolute levels of expenditure are too low to create even a basic health 
system. 

Where particular health needs require multiple contacts with the 
health system (e.g. chronic conditions or treatment protocols for TB or 
maternal care), the interaction between provider and user behaviours 
can influence utilization patterns. Under- or incorrect utilization can 
influence technical care and health outcomes (Donabedian 1973).8 

A few simple analyses of responsiveness and adherence-related data 
give a sense of the extent of validity in the WHS responsiveness results 
and how the acceptability and accessibility of services, as measured by 
responsiveness, can lead to adherence. Fig. 2.5.16 shows a scatterplot 
of responsiveness and antenatal coverage rates. The latter rates were 
obtained from the WHS question which asked whether the respon-
dent had completed four antenatal visits. Overall, a significant lin-
ear correlation was observed between the level of responsiveness and 
the percentage of respondents reporting that they had completed all 
four antenatal visits (r=0.51, p=0.000). The highest correlations were 
observed for the level of dignity (r=0.55), communication (0.54) and 
confidentiality (0.50). The responsiveness measure of inequality was 
less strongly correlated (r=0.35). 

8 This assumes that, when applied technically correctly, health interventions 
have a positive impact on health.
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Fig. 2.5.16 Responsiveness and antenatal coverage 

Conclusions

Empowering patients and equity in access are founding values that 
underpin the outlook for the new European health strategy. These val-
ues are expressed in the White Paper: Together for Health: A Strategic 
Approach for the EU 2008-2013 (Commission of the European 
Communities 2007). Ensuring high responsiveness performance from 
health systems, with respect to both level and equity, is one key strat-
egy to support these values. Measuring responsiveness is one approach 
to keeping the issue high on the health systems performance agenda. 

The analyses for this chapter used inequalities in responsiveness 
across income groups as a proxy for inequities in responsiveness.  
The discussion below refers to these two aspects of responsiveness. 

Common concerns

A wide array of results on health system responsiveness has been pre-
sented in this chapter. Health systems across the world show some 
common strengths and failings. Nurses’ and doctors’ respectful treat-
ment of users is encapsulated in the responsiveness domain – dignity. 
This is a relative strength in comparison to systemic issues such as 
prompt attention, involvement in decision-making (autonomy) or 
choice (/continuity of provider). 
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Our analysis has generally confirmed the hypothesis of a positive 
relationship between a country’s level of development (represented by 
national income) and the responsiveness of its health system (as is 
observed for health outcomes). However, while there is a linear rela-
tionship between the income level in a country and the average level of 
responsiveness, dramatic reductions in responsiveness inequalities are 
only observed in the high-income country category. This observation 
was true for both inpatient and ambulatory care. 

Elevated levels of health expenditures are no guarantee that a sys-
tem’s responsiveness has improved. For lower middle-income coun-
tries no gains in responsiveness are observed for increases in health 
expenditures, probably due to inadequate general funding. Increased 
health expenditure (particularly in the public sector) for the other 
country groupings does yield gains in the overall responsiveness level 
and equality, but usually in some specific domains. On the other hand, 
lower responsiveness is associated with lower coverage and inequali-
ties in responsiveness are associated with greater inequity in access, 
regardless of development setting. Hence, explicit steps are needed to 
build good levels of responsiveness performance into all systems. 

The European analysis showed substantial differences in mean levels 
and within-country inequalities between western European and CEE/
FSU countries. Average responsiveness levels are higher in western 
European (85%) than in CEE/FSU (73%) countries. In both groups 
of countries, ambulatory services had the highest levels for dignity 
and the highest inequalities for prompt attention. In inpatient services, 
levels of dignity were highest in both country groupings but prompt 
attention inequities were highest in CEE/FSU countries and autonomy 
and confidentiality inequalities were highest in western Europe. 

Implementing change

Enhancing communication in the health system provides a potential 
entry point for improving responsiveness. Clear communication is 
associated with dignity, better involvement in decision-making and, 
in addition, supports better coverage or access. It is also an attribute 
that is highly valued by most societies. In the European context, it is 
interesting to note that CEE/FSU countries place special importance 
on communication (Valentine et al. 2008). 
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As shown here, responsiveness appears to be complementary or 
contributory to ensuring equity in access (to the technical quality of 
care). This is in keeping with the Aday and Andersen (1974) frame-
work and with Donabedian (1980) who introduced the concept of 
the quality of health care and satisfaction with the care received as a 
valid component for achieving high technical quality of care and high 
rates of access to care. Inequities in access will result if the process 
of care systematically dissuades some groups from either initiating or 
continuing use of services to obtain the maximum benefit from the 
intervention. It is critical to deliver health interventions effectively and 
ensure compliance in primary care where a large majority of the popu-
lation receives preventive and promotive health interventions. This is 
likely to become an increasing concern with the global epidemiological 
transition from infectious to chronic diseases. Therefore, primary-care 
providers need to be aware of their critical role in patient communica-
tion and treating individuals with respect.

Responsiveness measurement and future research

The psychometric properties of the responsiveness questions show 
resilience across different countries and settings and indicate that the 
responsiveness surveys (when reported as raw data) have face validity. 
The WHS managed to improve on the MCS Study questions in several 
ways and provides a useful starting tool for countries embarking on 
routine assessments of responsiveness. 

Some key aspects of responsiveness still need to be researched fur-
ther. In particular, while theoretically complementary, further inves-
tigation could benefit empirical research on the potential trade-offs 
between health (through investments in improved technical applica-
tions) and non-health (through better responsiveness) outcomes. 

A second key area relates to gaining a better understanding of 
how responsiveness and responsiveness inequities may act as indica-
tors of inequities in access or unmet need in the population and what 
measures can be taken to improve responsiveness in the light of this 
relationship. 

A third key area relates to the self-reported nature of the respon-
siveness instrument. Self-reported data may be prone to measurement 
error (e.g. Groot 2000; Murray et al. 2001) where bias results from 
groups of respondents (for example defined by socio-economic charac-
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teristics) varying systematically in their reporting of a fixed level of the 
measurement construct. The degree of comparability of self-reported 
survey data across individuals, socio-economic groups or populations 
has been debated extensively, usually with regard to health status 
measures (e.g. Bago d’Uva et al. 2007; Lindeboom & van Doorslaer 
2004). 

Similar concerns apply to self-reported data on health systems 
responsiveness where the characteristics of the systems and cultural 
norms regarding the use and experiences of public services are likely to 
predominate. The method of anchoring vignettes has been promoted 
as a means for controlling for systematic differences in preferences and 
norms when responding to survey questions (see Salomon et al. 2004). 
Vignettes represent hypothetical descriptions of fixed levels of a con-
struct (such as responsiveness) and individuals are asked to evaluate 
these in the same way that they are asked to evaluate their own experi-
ences of the health system. The vignettes provide a source of external 
variation from which information on systematic reporting behaviour 
can be obtained. To date, little use has been made of the vignette data 
within the WHS (Rice et al. 2008) and these offer a valuable area for 
future research.

Prospects for measuring responsiveness 

Non-health outcomes are gaining increasing attention as valid mea-
sures of performance and quality. These require some feedback on 
what happens when users make contact with health-care systems and 
that can be easily compared across countries. Routine surveys on 
responsiveness are by no means a substitute for other forms of par-
ticipation but, within the theme of patient empowerment, can provide 
opportunities for users’ voices to be heard in health-care systems. 

Responsiveness measurement (as opposed to broader patient sat-
isfaction measurement) is increasingly recognized as an appropriate 
approach for informing health system policy. Work by the Picker 
Institute (1999) and the AHRQ (1999); the future work envisaged by 
the OECD (Garratt et al. 2008); and the broader analytical literature 
have built this case very satisfactorily. The work of the last decade has 
provided a solid base and an opportunity for individual countries to 
introduce measures of responsiveness into their health-policy informa-
tion systems in the short and medium term. 



176 Dimensions of performance

References 
Aday, LA. Andersen, R (1974). ‘A framework for the study of access to 

medical care’. Health Services Research, 9(3): 208–220.
AHRQ (1999). CAHPS 2.0 survey and reporting kit. Rockville, MD: Agency 

for Healthcare Research and Quality.
Andersen, RM (1995). ‘Revisiting the behavioral model and access to medi-

cal care: does it matter?’ Journal of Health and Social Behavior, 36(1): 
1–10.

Bago d’Uva, T. van Doorlsaer, E. Lindeboom, M. O Donnell, O (2007). 
‘Does reporting heterogeneity bias the measurement of health dispari-
ties?’ Health Economics, 17(3): 351–375. 

Blendon, RG. Schoen, C. DesRoches. C. Osborn, R. Zapert, K (2003). 
‘Common concerns amid diverse systems: health care experiences in 
five countries. The experiences and views of sicker patients are bell-
wethers for how well health care systems are working.’ Health Affairs, 
22(3): 106–121.

Bradley, EH. McGraw, SA. Curry, L. Buckser, A. King, KL. Kasl, SV. 
Andersen, R (2002). ‘Expanding the Andersen model: the role of psy-
chosocial factors in long-term care use.’ Health Services Research, 
37(5): 1221–1242.

Commission of the European Communities (2007). White Paper. Together 
for health: a strategic approach for the EU 2008–2013. Brussels: 
European Commission (http://ec.europa.eu/health/ph_overview/
Documents/strategy_wp_en.pdf). 

De Silva, A (2000). A framework for measuring responsiveness. GPE 
Discussion Paper Series No. 32 (http://www.who.int/responsiveness/
papers/en). 

Donabedian, A (1973). Aspects of medical care administration. Cambridge, 
MA: Harvard University Press.

Donabedian, A (1980). Explorations in quality assessment and monitoring: 
the definition of quality and approaches to assessment. Ann Arbor, 
Michigan: Health Administration Press.

Garratt, AM. Solheim, E. Danielsen, K (2008). National and cross-national 
surveys of patient experiences: a structured review. Oslo: Norwegian 
Knowledge Centre for the Health Services (Report No. 7).

Gilson, L. Doherty, J. Loewenson, R. Francis, V (2007). Challenging ineq-
uity through health systems. Final Report Knowledge Network on 
Health Systems (http://www.who.int/social_determinants/knowledge_ 
networks/final_reports/en/index.htm). 

Groot, W (2000). ‘Adaptation and scale of reference bias in self-assessments 
of quality of life.’ Journal of Health Economics, 19: 403–420.



177Health systems responsiveness

Hall, JA. Feldstein, M. Fretwell, MD. Rowe, JW. Epstein, AM (1990). 
‘Older patients’ health status and satisfaction with medical care in an 
HMO population.’ Medical Care, 28: 261–70. 

Harper, S. Lynch, J (2006). Measuring health inequalities. In: Oakes, JM. 
Kaufman, JS (eds.). Methods in social epidemiology. San Francisco: 
John Wiley & Sons. 

Labarere, J. Francois, P. Auquier, P. Robert, C. Fourny, M (2001). 
‘Development of a French inpatient satisfaction questionnaire.’ 
International Journal for Quality in Health Care, 13: 99–108.

Landis, JR. Koch, GG (1977). ‘The measurement of observer agreement for 
categorical data.’ Biometrics, 33: 159–174. 

Lindeboom, M. van Doorslaer E (2004). ‘Cut-point shift and index 
shift in self-reported health.’ Journal of Health Economics, 23(6): 
1083–1099.

Murray, CJL. Frenk, J (2000). ‘A framework for assessing the performance 
of health systems.’ Bulletin of the World Health Organization, 78: 
717–731.

Murray, CJL. Tandon, A. Salomon, J. Mathers, CD (2001). Enhancing 
cross-population comparability of survey results. Geneva: WHO/EIP 
(GPE Discussion Paper No. 35).

Nunnally, JC. Bernstein, IH (1994). Psychometric theory, 3rd ed. New York: 
McGraw-Hill.

Picker Institute (1999). The Picker Institute Implementation Manual. 
Boston, MA: Picker Institute.

Rice, N. Robone, S. Smith, PC (2008). The measurement and comparison 
of health system responsiveness. Presentation to Health Econometrics 
and Data Group (HEDG), January 2008, University of Norwich 
(HEDG Working Paper 08/05).

Salomon, J. Tandon, A. Murray, CJ (2004). ‘Comparability of self-rated 
health: cross-sectional multi-country survey using anchoring vignettes.’ 
British Medical Journal, 328(7434): 258.

Shengelia, B. Tandon, A. Adams, O. Murray, CJL (2005). ‘Access, utilization, 
quality, and effective coverage: an integrated conceptual framework 
and measurement strategy.’ Social Science & Medicine, 61: 97–109.

Solar, O. Irwin, A (2007). A conceptual framework for action on the social 
determinants of health. Draft discussion paper for the Commission 
on Social Determinants of Health. April 2007 (http://www.who.int/
social_determinants/resources/csdh_framework_action_05_07.pdf). 

Steine, S.  Finset, A. Laerum, E (2001). ‘A new, brief questionnaire (PEQ) 
developed in primary health care for measuring patients’ experience 
of interaction, emotion and consultation outcome.’ Family Practice, 
18(4): 410–419.



178 Dimensions of performance

Tanahashi, T (1978). ‘Health service coverage and its evaluation.’ Bulletin 
of the World Health Organization, 56(2): 295–303.

Üstün, TB. Chatterji, S. Mechbal, A. Murray, CJL. WHS Collaborating 
Groups (2003). The world health surveys. In: Murray, CJL. Evans, 
DB (eds.). Health systems performance assessment: debates, methods 
and empiricism. Geneva: World Health Organization.

Üstün, TB. Chatterji, S. Mechbal, A. Murray, CJL (2005). Quality assurance 
in surveys: standards, guidelines and procedures. In: Household sur-
veys in developing and transition countries: design, implementation 
and analysis. New York: United Nations (http://unstats.un.org/unsd/
hhsurveys/pdf/Household_surveys.pdf). 

Üstün, TB. Chatterji, S. Villanueva, M. Bendib, L. Çelik. C. Sadana, R. 
Valentine, N. Ortiz, J. Tandon, A. Salomon, J. Cao, Y. Jun, XW. 
Özaltin, E. Mathers, C. Murray, CJL (2001). WHO multi-country 
survey study on health and responsiveness 2000–2001. Geneva: 
World Health Organization (GPE Discussion Paper 37) (http://www.
who.int/healthinfo/survey/whspaper37.pdf).

Valentine, N. Bonsel, GJ. Murray. CJL (2007). ‘Measuring quality of health 
care from the user’s perspective in 41 countries: psychometric proper-
ties of WHO’s questions on health systems responsiveness.’ Quality of 
Life Research, 16(7): 1107–1125.

Valentine, N. Darby, C. Bonel, GJ (2008). ‘Which aspects of non-clinical 
quality of care are most important? Results from WHO’s general 
population surveys of health systems responsiveness in 41 countries.’ 
Social Science and Medicine, 66(9): 1939–1950. 

Valentine, NB. de Silva, A. Kawabata, K. Darby, C. Murray, CJL. Evans, 
DB. (2003). Health system responsiveness: concepts, domains and 
operationalization. In: Murray, CJL. Evans, DB (eds.). Health systems 
performance assessment: debates, methods and empiricism. Geneva: 
World Health Organization.

Valentine, NB. Lavallee, R. Liu, B. Bonsel, GJ. Murray, CJL (2003a). 
Classical psychometric assessment of the responsiveness instrument in 
the WHO multi-country survey study on health responsiveness 2000 
–2001. In: Murray, CJL. Evans, DB (eds.). Health systems perform-
ance assessment: debates, methods and empiricism. Geneva: World 
Health Organization. 

Ware, JE. Hays, RD (1988). ‘Methods for measuring patient satisfaction 
with specific medical encounters.’ Medical Care, 26(4): 393–402.

WHO (2000). The world health report 2000. Health systems: improving 
performance. Geneva: World Health Organization.

WHO (2001). Report on WHO meeting of experts responsiveness (HFS/FAR/
RES/00.1) Meeting on Responsiveness Concepts and Measurement. 



179Health systems responsiveness

Geneva, Switzerland: 13–14 September 2001 (http://www.who.int/
health-systems-performance/technical_consultations/responsiveness_
report.pdf). 

WHO (2005). The health systems responsiveness analytical guidelines for 
surveys in the multi-country survey study. Geneva: World Health 
Organization (http://www.who.int/responsiveness/papers/MCSS_
Analytical_Guidelines.pdf).

WHO (2005a). WHO glossary on social justice and health. A report of 
the WHO Health and Human Rights, Equity, Gender and Poverty 
Working Group. Available online at WHO, forthcoming.

WHO & EQUINET (forthcoming). A framework for monitoring equity 
in access and health systems strengthening in AIDS treatment pro-
grammes: options and implementation issues. Geneva: World Health 
Organization and EQUINET. 



180 Dimensions of performance

Fig. B WHS countries in Europe

CEE/FSU 
Bosnia and Herzegovina, Croatia, 
Czech Republic, Estonia, Georgia, 
Hungary, Kazakhstan, Latvia, 
Russia, Slovakia, Slovenia, Ukraine

Western Europe 
Austria, Belgium, Denmark, Finland, 

Germany, Greece, Ireland, Israel, 
Italy, Luxembourg, Netherlands, 
Portugal, Spain, Sweden, United 
Kingdom
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Groupings of World Health Survey countries

Fig. A WHS countries grouped by World Bank income categories

Low income
Bangladesh, Burkina Faso, Chad, 
Comoros, Congo, Cote d’Ivoire, 
Ethiopia, Ghana, India, Kenya, 
Lao People’s Democratic Republic, 
Malawi, Mali, Mauritania, 
Myanmar, Nepal, Pakistan, Senegal, 
Viet Nam, Zambia, Zimbabwe

Lower-middle income
Bosnia and Herzegovina, Brazil, 

China, Dominican Republic, 
Ecuador, Georgia, Guatemala, 
Kazakhstan, Morocco, Namibia, 
Paraguay, Philippines, Sri Lanka, 
Tunisia, Ukraine 

Higher-middle income
Croatia, Czech Republic, Estonia, 
Hungary, Latvia, Malaysia, 
Mauritius, Mexico, Russian 
Federation, Slovakia, South Africa, 
Uruguay

High income
Austria, Belgium, Denmark, Finland, 

Germany, Greece, Ireland, Israel, 
Italy, Luxembourg, Netherlands, 
Portugal, Slovenia, Spain, Sweden, 
United Arab Emirates, United 
Kingdom
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Introduction

A health system should be evaluated against the fundamental goal of 
ensuring that individuals in need of health care receive effective treat-
ment. One way to evaluate progress towards this goal is to measure 
the extent to which access to health care is based on need rather than 
willingness or ability to pay. This egalitarian principle of equity or 
fairness is the primary motivation for health systems’ efforts to sepa-
rate the financing from the receipt of health care as expressed in many 
policy documents and declarations (Judge et al. 2006; van Doorslaer 
et al. 1993). The extent to which equity is achieved is thus an impor-
tant indicator of health system performance. 

Measuring equity of access to care is a core component of health 
system performance exercises. The health system performance frame-
work developed in WHO’s The world health report 2000 stated that 
ensuring access to care based on need and not ability to pay is instru-
mental in improving health (WHO 2000). It can also be argued that 
access to care is a goal in and of itself: ‘beyond its tangible benefits, 
health care touches on countless important and in some ways mys-
terious aspects of personal life and invests it with significant value 
as a thing in itself’ (President’s Commission for the Study of Ethical 
Problems in Medicine and Biomedical and Behavioural Research, 
1983 cited in Gulliford et al. 2002). Equitable access to health care has 
been identified as a key indicator of performance by the OECD (Hurst 
& Jee-Hughes 2001) and underlies European-level strategies such as 
those developed at the European Union Lisbon summit in March 2000 
and the Open Method of Coordination for social protection and social 
inclusion (Atkinson et al. 2002). 

2.6  Measuring equity of access to  
 health care

 s a r a  a l l i n ,  c r i s t i n a  h e r n á n d e z - 

 q u e v e d o ,  c r i s t i n a  m a s s e r i a

187
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However, it is far from straightforward to measure equity and trans-
late such measures into policy. This chapter is structured according to 
three objectives: (i) to review the conceptualization and measurement 
of equity in the health system, with a focus on access to care; (ii) to 
present the strengths and weaknesses of the common methodologi-
cal approaches to measuring equity, drawing on illustrations from the 
existing literature; and (iii) to discuss the policy implications of equity 
analyses and outline priorities for future research. 

Defining equity, access and need

Libertarianism and egalitarianism are two ideological perspectives 
that dominate current debates about individuals’ rights to health care 
(Donabedian 1971; Williams 1993; Williams 2005). Libertarians are 
concerned with preserving personal liberty and ensuring that mini-
mum health-care standards are achieved. Moreover, access to health 
care can be seen as a privilege and not a right: people who can afford 
to should be able to pay for better or more health care than their fel-
low citizens (Williams 1993). Egalitarians seek to ensure that health 
care is financed according to ability to pay and delivery is organized 
so that everyone has the same access to care. Care is allocated on 
the basis of need rather than ability to pay, with a view to promote 
equality in health (Wagstaff & van Doorslaer 2000). Egalitarians view 
access to health care as a fundamental human right that can be seen 
as a prerequisite for personal achievement, therefore it should not be 
influenced by income or wealth (Williams 1993). 

These debates are also informed by the comprehensive theory of 
justice developed by Rawls (1971) that outlines a set of rules which 
would be accepted by impartial individuals in the ‘original position’. 
This original position places individuals behind a ‘veil of ignorance’ – 
having no knowledge of either their place in society (social standing) 
or their level of natural assets and abilities. The Rawlsian perspec-
tive has been interpreted to suggest that equity is satisfied if the most 
disadvantaged in society have a decent minimum level of health care 
(Williams 1993). This would be supported by libertarians provided 
that government involvement was kept to a minimum. However, if 
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health care is considered one of Rawls’ social primary goods1 then an 
equitable society depends on the equal distribution of health care, in 
line with egalitarian goals. Furthermore, to the extent that health care 
can be considered essential for individuals’ capability to function, then 
the egalitarian perspective is also consistent with Sen’s theory of equal-
ity of capabilities (Sen 1992). 

No perfectly libertarian or egalitarian health system exists but the 
egalitarian viewpoints are largely supported by both the policy com-
munity and the public. This support is evidenced by the predominantly 
publicly funded health systems with strong government oversight that 
separate payment of health care from its receipt and offer programmes 
to support the most vulnerable groups. At international level the view 
that access to health care is a right is illustrated by the 2000 Charter 
of Fundamental Rights of the European Union and the 1948 Universal 
Declaration of Human Rights. 

The debate between libertarian and egalitarian perspectives is not 
resolved in practice. Policies that preserve individual autonomy and 
freedom of choice exist alongside policies of redistribution, as evi-
denced by the existence of a private sector in health care that allows 
those able or willing to pay to purchase additional health services. 
Thus the design of the health system impacts equity of access to health 
care. For instance, patient cost sharing may introduce financial barriers 
to access for poorer populations and voluntary health insurance may 
allow faster access or access to better quality services for the privately 
insured (Mossialos & Thomson 2003). Policy-makers appear to be 
concerned about the effects of health-care financing arrangements on 
the distribution of income and the receipt of health care (OECD 1992; 
van Doorslaer et al. 1993). Chapter 2.4 on financial protection pro-
vides an in-depth review of the extent to which health systems ensure 
that the population is protected from the financial consequences of 
accessing care.

1 Social primary goods are those that are important to people but created, shaped 
and affected by social structures and political institutions. These contrast with 
the natural primary goods (intelligence, strength, imagination, talent, good 
health) that inevitably are distributed unequally in society (Rawls 1971). 
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What objective of equity do we want to evaluate? 

The idea that health systems should pursue equity goals is widely sup-
ported. However, it is not straightforward to operationalize equity in 
the context of health care. Many definitions of equity in health-care 
delivery have been debated and Mooney identifies seven in the eco-
nomics literature (Mooney 1983 & 1986). The first two (equality of 
expenditure per capita, equality of inputs across regions) are unlikely 
to be equitable since they do not allow for variations in levels of need 
for care. The third (equality of input for equal need) accounts for need 
but does not consider factors that may give rise to inequity beyond 
the size of the health-care budget. The fourth and fifth are the most 
commonly cited definitions – equality of access for equal need (indi-
viduals should face equal costs of accessing care) and equality of uti-
lization for equal need (individuals in equal need should not only face 
equal costs but also demand the same amount of services). The sixth 
suggests that if needs are prioritized/ranked in the same way across 
regions, then equity is achieved when each region is just able to meet 
the same ‘last’ or ‘marginal’ need. The seventh argues that equity is 
achieved if the level of health is equal across regions and social groups, 
requiring positive discrimination in favour of poorer people/regions 
and an unequal distribution of resources.

All the above goals are concerned with health-care delivery. Equity 
in health care is often defined in terms of health-care financing whereby 
individuals’ payments for health care should be based on their ability 
to pay and therefore proportional to their income. Individuals with 
higher incomes should pay more and those with lower incomes should 
pay less, regardless of their risk of illness or receipt of care. This con-
cept is based on the vertical equity principle of unequal payment for 
unequals in which unequals are defined in terms of their level of income 
(Wagstaff & van Doorslaer 2000; Wagstaff et al. 1999). It has direct 
implications for access to care since financial barriers to access may 
arise from inequitable (or regressive) systems of health-care finance. 
The financial arrangements of the health system not only impact on 
equity of access to health care but also have the potential to exacer-
bate health inequalities: “unfair financing both enhances any existing 
unfairness in the distribution of health and compounds it by making 
the poor multiply deprived” (Culyer 2007, p.15).
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The policy perspective requires a working definition of equity that 
is feasible (i.e. within the scope of health policy) and makes intui-
tive sense. In an attempt to clarify equity principles for policy-makers, 
Whitehead (1991) builds on Mooney’s proposed equity principles to 
develop an operational definition encompassing the three dimensions 
of accessibility, acceptability and quality. 

1. Equal access to available care for equal need – implies equal enti-
tlements (i.e. universal coverage); fair distribution of resources 
throughout the country (i.e. allocations on basis of need); and 
removal of geographical and other barriers to access. 

2. Equal utilization for equal need – to ensure use of services is not 
restricted by social or economic disadvantage (and ensure appropri-
ate use of essential services). This accepts differences in utilization 
that arise from individuals exercising their right to use or not use 
services according to their preferences. This is consistent with the 
definition of equity that is linked to personal choice, such that an 
outcome is equitable if it arises in a state in which all people have 
equal choice sets (Le Grand 1991).

3. Equal quality of care for all – implies an absence of preferential 
treatments that are not based on need; same professional standards 
for everyone (for example, consultation time, referral patterns); and 
care that is considered to be acceptable by everyone.

In a similar exercise to identify an operational definition of equity 
that is relevant to policy-makers and aligned with policy objectives, 
equal access for equal need is argued to be the most appropriate defi-
nition because it is specific to health care and respects the potentially 
acceptable reasons for differentials in health-care utilization (Oliver & 
Mossialos 2004). Moreover, unequal access across groups defined by 
income or socio-economic status is the most appropriate starting point 
for directing policy and consistent with many governments’ aims to 
provide services on the basis of need rather than ability to pay (Oliver 
& Mossialos 2004). 

The goal of equal (or less unequal) health outcomes appears to be 
shared by most governments, as expressed in policy statements and 
international declarations (such as European Union’s Health and 
Consumer Protection Strategy and Programme 2007-2013; WHO’s 
Health 21 targets) (Judge et al. 2006). However, two factors complicate 
the adoption of equality in health to evaluate health-care performance.  
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First, social and economic determinants of health fall outside the health 
system and beyond the scope of health policy and health care. Second, 
such an action might require restrictions on the ways in which people 
choose to live their lives (Mooney 1983). In the 1990s the policy sup-
port for improving equity of access or receipt of care was more evident 
than the commitment to improve equality in health (Gulliford 2002). 
However, more recently the reduction of avoidable health inequalities 
has become a priority government objective in the United Kingdom 
(Department of Health 2002 & 2003). The formula used to allocate 
resources to the regions seeks to improve equity in access to services 
and to reduce health inequalities (Bevan 2008).

These two principles are clearly linked. Much support for the 
equity objective based on access derives from its potential for achiev-
ing equality in health. Some argue that an equitable distribution of 
health leads to a more equal distribution of health (Culyer & Wagstaff 
1993). Health care is instrumental in improving health or minimizing 
ill-health. In fact, no one wants to consume health care in a normal 
situation but it becomes essential at the moment of illness. Demand 
for health care is thus derived from the demand for health itself 
(Grossman 1972). Ensuring an equitable distribution of health-care 
resources serves a broader aim of health improvement and reduction 
of health inequalities. From the egalitarian viewpoint it is often argued 
that allocating health-care resources according to need will promote, 
if not directly result in, equality in health (Wagstaff & van Doorslaer, 
2000). Culyer and Wagstaff (1993) demonstrate that this is not necess-
arily the case but Hurley argues that equality of access is based on the 
ethical notion of equal opportunity or a fair chance and not necess-
arily on the consequences of such access, such as utilization or health 
outcomes (Hurley 2000). 

How to define access? 

The equity objective of equal access for equal need commands general 
policy support but the questions of how to define and measure access 
need to be clarified. Narrowly defined, access is the money and time 
costs people incur obtaining care (Le Grand 1982; Mooney 1983). 
One definition of access incorporates additional dimensions: ‘the  
ability to secure a specified set of health care services, at a specified 
level of quality, subject to a specified maximum level of personal 
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inconvenience and cost, whilst in possession of a specified amount of 
information’ (Goddard & Smith 2001, p.1151). 

Accessing health care depends on an array of supply- and demand-
side factors (Healy & McKee, 2004). Supply-side factors that affect 
access to and receipt of care include the volume and distribution of 
human resources and capital; waiting times; referral patterns; book-
ing systems; how individuals are treated within the system (continuity 
of care); and quality of care (Gulliford et al. 2002b; Starfield, 1993; 
Whitehead, 1991). The demand-side has predisposing, enabling and 
needs factors (Aday & Andersen, 1974), including socio-demograph-
ics; past experiences with health care; perceived quality of care; per-
ceived barriers; health literacy; beliefs and expectations regarding 
health and illness; income levels (ability to pay); scope and depth of 
insurance coverage; and educational attainment. 

The complexity of the concept of access is apparent in the multi-
tude of factors that affect access and potential indicators of access. 
As a result, many researchers use access synonymous with utilization, 
implying that an individual’s use of health services is proof that he/
she can access these services. However, the two are not equivalent (Le 
Grand 1982; Mooney 1983). As noted, access can be viewed as oppor-
tunities available but receipt of treatment depends on both the exis-
tence of these opportunities and whether an individual actually makes 
use of them (Wagstaff & van Doorslaer 2000). Aday and Andersen 
suggest that a distinction must be made between ‘having access’ and 
‘gaining access’ – the possibility of using a service if required and the 
actual use of a service, respectively (Aday & Andersen 1974; Aday & 
Andersen 1981). Similarly, Donabedian (1972, p. 111) asserts that: 
‘proof of access is use of service, not simply the presence of a facility’ 
and thus it is argued that utilization represents realized access. In order 
to evaluate whether an individual has gained access, this view requires 
measurement of the actual utilization of health care and possibly also 
the level of satisfaction with that contact and health improvement. 

A consensus about the most appropriate metric of access remains 
to be found. Many different elements or indicators of access can be 
measured (e.g. waiting time, availability of resources, access costs) and 
utilization can be directly observed. Therefore, while ‘equal access for 
equal need’ is arguably the principle of equity most appropriate for 
policy, ‘equal utilization for equal need’ is what is commonly mea-
sured and analysed. In this way, inequity is assumed to arise when 
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individuals in higher socio-economic groups are more likely to use 
or are using a greater quantity of health services after controlling for 
their level of need (see section below on defining need). However, it 
should be remembered that differences in utilization levels by socio-
economic status (adjusting for need) do not necessarily imply inequity 
because they may be driven in part by individuals’ informed choices 
or preferences (Le Grand 1991; Oliver & Mossialos 2004). Also an 
apparently equal distribution of needs-adjusted utilization by socio-
economic status may not imply equity if the services used are low 
quality or inappropriate (Thiede et al. 2007). 

Equity of access to health care could also be assessed directly by 
measuring the extent to which individuals did not receive the health 
care needed. Unmet need could be measured with clinical informa-
tion (e.g. medical records or clinical assessments) or by self-report. 
Subjective unmet need is easily measurable and has been included 
in numerous recent health surveys e.g. European Union Statistics on 
Income and Living Conditions (EU-SILC) and the Survey of Health, 
Ageing and Retirement in Europe (SHARE). Levels of subjective unmet 
need and the stated reasons for unmet need could provide some insight 
into the extent of inequity in the system, particularly if these measures 
are complemented by information on health-care utilization. 

How to define need?

An operational definition of need is required in order to examine the 
extent to which access or utilization is based upon it. Four possible 
definitions have been proposed in the economics literature (Culyer & 
Wagstaff 1993). 

1. Need is defined in terms of an individual’s current health status.
2. Need is measured by capacity to benefit from health care.
3. Need represents the expenditure a person ought to have i.e. the 

amount of health care required to attain health. 
4. Need is indicated by the minimum amount of resources required to 

exhaust capacity to benefit. 

The authors argue that the first definition is too narrow since it 
may miss the value of preventive care and certain health conditions 
may not be treatable (Culyer & Wagstaff, 1993). The second does not 
take account of the amount of resources spent or establish how much 
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health care a person needs. The third takes this into consideration 
since need is defined as the amount of health care required to attain 
equality of health. The fourth definition implies that when capacity to 
benefit is (at the margin) zero then need is zero; when there is posi-
tive capacity to benefit need is assessed by considering the amount of 
expenditure required to reduce capacity to benefit to zero (Culyer & 
Wagstaff 1993). However, by combining the level of need with the 
level of required resources the latter definition implies than an indi-
vidual requiring more expensive intervention has greater need than 
someone with a potentially more urgent need but for less expensive 
treatment (Hurley 2000). 

The definition of need as the capacity to benefit commands the 
widest approval in the economics literature (Folland et al. 2004). 
However, empirical studies measure need by level (and risk) of ill-
health partly because of data availability and relative ease of mea-
surement. The assumption that current health status reflects needs is 
generally considered to be reasonable – an individual in poor general 
health with a chronic condition clearly needs more health care than an 
individual in good health with no chronic condition. Also, individu-
als with higher socio-economic status have been shown generally to 
have more favourable prospects for health and thus greater capacity 
to benefit (Evans 1994) therefore allocation according to capacity to 
benefit may distort the allocation of resources away from the most 
vulnerable population groups. These latter groups would have worse 
ill health and allocating resources according to this principle would 
exacerbate socio-economic inequalities in health (Culyer 1995). From 
a utilitarian perspective, and to maximize efficiency, resources should 
be distributed in favour of those with the greatest capacity to benefit. 
However, an egalitarian perspective would conflict with the capacity 
to benefit definition of need because of the potential unintended impli-
cations for health inequality. 

To measure need for health care, an individual’s level of ill health 
is most commonly captured by a subjective measure of self-assessed 
health (SAH). This provides an ordinal ranking of perceived health sta-
tus and is often included in general socio-economic and health surveys 
at European (e.g. European Community Household Panel; EU-SILC) 
and national level (e.g. British Household Panel Survey). The usual 
health question asks the respondent to rate their general health and 
sometimes includes a time reference (rate your health in the last twelve 
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months) or an age benchmark (compare your current health to indi-
viduals of your own age). Five categories are usually available for the 
respondent, ranging from very good or excellent to poor or very poor. 
SAH has been used extensively in the literature and has been applied 
to measure the relationship between health and socio-economic sta-
tus (Adams et al. 2003); the relationship between health and lifestyles 
(Kenkel 1995); and the measurement of socio-economic inequalities in 
health (van Doorslaer et al. 1997). 

Numerous methodological problems are associated with relying on 
SAH as a measure of need. An obvious concern relates to its reliability as 
a predictor of objective health status, but this may be misplaced. An early 
study from Canada found SAH to be a stronger predictor of seven-year 
survival among older people than their medical records or self-reports 
of medical conditions (Mossey & Shapiro 1982). This finding has been  
replicated in many subsequent studies and countries, showing that this 
predictive power does not vary across jurisdictions or socio-economic 
groups (Idler & Benyamini 1997; Idler & Kasl 1995). In their review of the 
literature, Idler and Benyamini (1997) argue that self-rated health repre- 
sents an invaluable source of health status information and suggest sev-
eral possible interpretations for its strong predictive effect on mortality. 

•	 SAH	measures	 health	more	 accurately	 because	 it	 captures	 all	 ill-
nesses a person has and possibly as yet undiagnosed symptoms; 
reflects judgements of severity of illness; and/or reflects individuals’ 
estimates of longevity based on family history. 

•	 SAH	not	only	assesses	current	health	but	is	also	a	dynamic	evalu-
ation thus representing a decline or improvement in health. Poor 
assessments of health may lessen an individual’s engagement with 
preventive or self care or provoke non-adherence to screening rec-
ommendations, medications or treatments.

•	 SAH	reflects	social	or	individual	resources	that	can	affect	health	or	
an individual’s ability to cope with illness.

Since this review, mounting evidence shows SAH to be a valid sum-
mary measure of health. It relates to other health-related indicators 
and appears to capture the broader influences of mortality (Bailis et 
al. 2003; Mackenbach et al. 2002; McGee et al. 1999; Singh-Manoux 
et al. 2006; Sundquist & Johansson, 1997); health-care use (van 
Doorslaer et al. 2000); and inequalities in mortality (van Doorslaer & 
Gerdtham 2003).
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Self-assessed measures can be further differentiated into subjec-
tive and quasi-objective indicators (Jürges 2007), the latter based on 
respondents’ reporting on more factual items such as specific condi-
tions or symptoms. These quasi-objective indicators include the pres-
ence of chronic conditions (where specific chronic conditions are 
listed); specific types of cancer; limitations in activity of daily living 
(ADL) such as walking, climbing the stairs, etc; or in instrumental 
activity of daily living (IADL) such as eating or having a bath. 

There is strong evidence that SAH is not only predictive of mortal-
ity and other objective measures of health but may be a more com-
prehensive measure of health status than other measures. However, 
bias is possible if different population groups systematically under- or 
over-report their health status relative to other groups. The subjective 
nature of SAH means that it can be influenced by a variety of factors 
that impact perceptions of health. Bias may arise if the mapping of 
true health in SAH categories varies according to respondent charac-
teristics. Indeed, subgroups of the population appear to use system-
atically different cut-point levels when reporting SAH, despite equal 
levels of true health (Hernández-Quevedo et al. 2008). Moreover, the 
rating of health status is influenced by culture and language (Angel & 
Thoits 1987; Zimmer et al. 2000); social context (Sen 2002); gender 
and age (Groot 2000; Lindeboom & van Doorslaer 2004); and fears 
and beliefs about disease (Barsky et al. 1992). It is also affected by the 
way a question is asked e.g. the ordering of the question with other 
health-related questions or form-based rather than face-to-face inter-
views (Crossley & Kennedy 2002). Potential biases of SAH include 
state-dependence reporting bias (Kerkhofs & Lindeboom 1995); scale 
of reference bias (Groot 2000); and response category cut-point shift 
(Sadana et al. 2000).

Various approaches have been developed to correct for reporting 
bias in the literature. The first is to condition on a set of objective 
indicators of health and assume that any remaining variation in SAH 
reflects reporting bias. For example, Lindeboom and van Doorslaer 
(2004) use Canadian data and the McMaster Health Utilities Index 
as their quasi-objective measure of health. They find some evidence of 
reporting bias by age and gender but not for income. However, this 
approach relies on having a sufficiently comprehensive set of objective 
indicators to capture the variation in true health. The second approach 
uses health vignettes such as those in the current WHS (Bago d’Uva et 
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al. 2008). The third approach examines biological markers of disease 
risk in the countries considered for comparison, for example by com-
bining self-reported data with biological data (Banks et al. 2006). Bias 
in reporting may affect estimates of inequalities. For example Johnston 
et al. (2007) report that the income gradient appears significant when 
using an objective measure of hypertension measured by a nurse as 
opposed to the self-reported measure of hypertension included in the 
Health Survey for England (HSE).

The availability of objective measures of health, such as biomarkers, 
is mostly limited to specific national surveys. At the European level, 
both the ECHP and EU-SILC include only self-reported measures. 
Only SHARE and the forthcoming European Health Interview Survey 
include some objective (e.g. walking speed, grip strength) and quasi-
objective (e.g. ADL, symptoms) measures of health. At national level, 
only a few countries include objective measures, such as Finland (blood 
tests and anthropometric tests – FINRISK), Germany (anthropomet-
ric measures – National Health Interview and Examination Survey; 
urine and blood samples – German Health Survey for Children and 
Adolescents) and the United Kingdom – English Longitudinal Study of 
Ageing (ELSA) and HSE. 

Biomarkers thus have limited availability and may still be subject 
to bias. The main methodological challenge lies with the standardiza-
tion of data collection, as variations may arise from different methods. 
For example, a person’s blood pressure may vary with the time of 
day. Often detailed information on data collection methods is not pro-
vided. This type of measurement error is particularly problematic if it 
is correlated with socio-demographic characteristics and hence biases 
estimates of social inequalities. Moreover, the collection of biological 
data also tends to reduce survey response rates, limiting sample size 
and representativeness (Masseria et al. 2007). 

Overall, there is widespread support for equity goals in health care. 
However, no single operational definition of equity can capture the 
multiple supply- and demand-side factors that affect the allocation of 
effective, high-quality health care on the basis of need. This complex-
ity necessitates not only a comprehensive set of information on indi-
viduals, their contacts with health care and system characteristics, but 
also on strong methodological techniques to assess these relationships 
empirically. 
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Methods for equity analysis 

Methods of measuring equity of access to health care originated with 
comparisons of health-care use and health-care need (Collins & Klein 
1980; Le Grand 1978) and have since taken broadly two directions. 
The first uses regression models to measure the independent effect of 
some measure of socio-economic status on the likelihood of contact 
with health services, the volume of health services used or the expen-
ditures incurred (regression method). The second quantifies inequity 
by comparing the cumulative distribution of utilization with that of 
needs-adjusted utilization (ECuity method). Alternative metrics of 
equity are listed in Table 2.6.1. 

Regression method 

Regression analyses are the most commonly used means of measuring 
equity in the literature. These studies often draw on the behavioural 
model of health service use that suggests that health-care service use 
is a function of an individual’s predisposition to use services (social 
structure, health beliefs); factors which enable or impede use on an 
individual (income and education) and community level (availability 
of services); and the level of need for care (Andersen 1995). Inequity 
thus arises when factors other than needs significantly affect the receipt 
of health care. 

Regression models of utilization address the question – When needs 
and demographic factors affecting utilization are held constant, are 
individuals with socio-economic advantage (e.g. through income, 
education, employment status, availability of private insurance, etc.) 
more likely to access health care, and are they making more contacts, 
than individuals with less socio-economic advantage? A comprehen-
sive model of utilization with multiple explanatory variables allows 
policy-relevant interpretations that can identify the factors that affect 
utilization and, to the extent that they are mutable, develop policies 
accordingly. 

In the empirical literature, the most comprehensive studies of health 
service utilization have included explanatory variables that consider 
factors that capture not only needs but also individual predisposi-
tion and ability to use health-care services. Several studies of equity 



200 Dimensions of performance

based on regression models have been conducted (Abásolo et al. 2001; 
Buchmueller et al. 2005; Dunlop et al. 2000; Häkkinen & Luoma 
2002; Morris et al. 2005; Van der Heyden et al. 2003).

The study described here illustrates the methodology (Morris et 
al. 2005). The authors measured inequity in general practitioner con-
sultations, outpatient visits, day cases and inpatient stays in England 

Table 2.6.1 Examples of summary measures of socio-economic 
inequalities in access to health care

Index Interpretation

Correlation and regression

Product-moment 
correlation

Correlation between health care utilization rate 
and socio-economic status (SES)

Regression on SES Increase in utilization rate per one unit increase 
in SES

Regression on cumulative 
percentiles (relative index 
of inequality; Slope index 
of inequality)

Utilization rate ratio (RI/I) or differences (SII) 
between the least and most advantaged 
person

Regression on z-values Utilization rate difference between group with 
lower and higher than average morbidity rates 
(x 0.5)

Gini-type coefficients

Pseudo-Gini coefficient 0 = no utilization differences between groups; l = 
all utilization in hands of one person

Concentration index 0 = no utilization differences associated with 
SES; -1/+1 = all utilization in hands of least/
most advantaged person

Horizontal inequity index 0 = no utilization differences associated with SES 
after need standardization; -1/+1 = all need 
standardized utilization in hands of least/most 
advantaged person

Generalized concentration 
index

Based on CI, but includes also mean 
distribution of health care

Source: adapted from Mackenbach & Kunst 1997



201Measuring equity of access to health care

between 1998 and 2000. A variety of need indicators were used, 
including not only age and gender but also self-reported indicators 
such as SAH; detailed self-reported indicators such as type of long-
standing illness and GHQ-12 score; and ward-level health indicators 
including under-75 standardized mortality ratios and under-75 stan-
dardized illness ratios. Non-need variables such as income, education, 
employment status, social class and ethnicity were included. The effect 
of supply variables such as the Index of Multiple Deprivation access 
domain score, average number of general practitioners per 1000 
inhabitants and average distance to acute providers were also consid-
ered, although their classification as needs or non-needs indicators is 
not straightforward (Gravelle et al. 2006; Morris et al. 2005). 

The regression models showed that indicators of need were signifi-
cantly associated with all health-care services (Table 2.6.2). People in 
worse health conditions were more likely to consult a general prac-
titioner, to utilize outpatient and day care and to be hospitalized. 
However, non-need variables also played a significant role in deter-
mining access to health care (holding all else constant) which signalled 
inequity. Table 2.6.2 reports the marginal effects on utilization caused 
by income, education, ethnicity and supply. For example, people with 
higher incomes were significantly more likely to have an outpatient 
visit, those with lower educational attainment had a higher proba-
bility of consulting a general practitioner and education significantly 
affected the use of outpatient services. Distance and waiting time 
effects on utilization were also found. 

This study provides an example of how regression models offer a 
rigorous and meaningful method of understanding the role of various 
socio-economic and system factors that affect access to health care 
within a country. However, this approach does not lend itself easily to 
cross-country and inter-temporal comparisons. 

The ECuity method: concentration index

The ECuity method makes use of a regression model but tests for the 
existence of inequity by creating a relative index that allows com-
parisons across jurisdictions, time or sectors (O’Donnell et al. 2008).  
This method derives from the literature on income inequality based 
on the Lorenz curve and Gini index of inequality. While the Lorenz 
curve describes the distribution of income in a population, the  
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Table 2.6.2 Effect of specific non-need variables on health-care 
utilization, marginal effects 

GP Outpatient Day cases Inpatient 

Ln (income) -0.005 0.011 0.002 0.003

Education

Higher education 0.007 0.023 0.001 0.014

A level or equivalent 0.014 0.009 -0.001 0.005

GCSE or equivalent 0.014 0.020 0.001 0.008

CSE or equivalent 0.021 0.021 0.008 0.004

Other qualifications 0.032 0.041 0.000 0.003

No qualifications 0.015 -0.003 -0.006 0.000

Ethnic group

Black Caribbean -0.006 -0.011 0.010 -0.009

Black African 0.009 -0.007 0.013 0.013

Black other 0.057 0.019 0.006 -0.016

Indian 0.030 -0.009 -0.009 -0.002

Pakistani 0.022 -0.065 -0.016 0.004

Bangladeshi 0.029 -0.085 0.015 -0.020

Chinese -0.014 -0.122 -0.020 -0.039

Other non-white 0.012 -0.043 -0.002 0.014

Supply

Access domain score -0.011

Proportion of outpatient 
<26 weeks

0.351

GPs per 1000 patients 0.021

Average distance to acute 
providers

-0.0004

Numbers in bold are statistically significant with 95% confidence interval

Source: Morris et al. 2005
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concentration curve describes the relationship between the cumula-
tive proportion of the population ranked by income (x-axis) and the 
cumulative proportion of health-care utilization (y-axis). Like the Gini 
index that provides a measure of income inequality, the concentration 
index is a measure of income-related inequality in access to health care 
and is estimated as twice the area between the concentration curve and 
the line of perfect equality (diagonal). 

The concentration curves for actual medical care utilization (LM) 
and for needs-adjusted utilization (LN) are shown in Fig. 2.6.1. 
Individuals are ranked by a socio-economic variable (e.g. income) from 
the lowest or poorest to the highest or richest individual. If the cumu-
lative proportion of both health-care utilization and needs-adjusted 
utilization are distributed equally across income then the two curves 
will coincide with the diagonal (line of perfect equality). If they lie 
above (below) the diagonal, the receipt of health care and the distribu-
tion of health-care need advantage the lower (higher) socio-economic 
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groups, implying pro-poor (pro-rich) inequality. The level of horizon-
tal inequity in the receipt of health care is quantified by comparing 
the two distributions – when the unadjusted health care utilization 
and needs-adjusted utilization curves coincide, the horizontal inequity 
index equals zero (no inequity). Horizontal inequity favours the richer 
(poorer) if the needs-adjusted concentration curve lies above (below) 
the unadjusted utilization concentration curve. 

Kakwani et al. have shown that it is possible to compute the index 
using a convenient regression of the concentration index on the rela-
tive income rank (Kakwani et al. 1997; O’Donnell et al. 2008). Based 
on an initial health-care demand model (as in the regression approach 
described above) it is possible to calculate the concentration index 
of needs-predicted utilization. This is compared with the concentra-
tion index of actual utilization to calculate the index of horizontal 
inequity. 

The concentration index is therefore a relative measure of inequal-
ity (Wagstaff et al. 1989) that has the main advantages of capturing 
the socio-economic dimension of inequities; including information on 
the whole socio-economic distribution (i.e. income distribution); pro-
viding visual representation through the concentration curves; and, 
finally, allowing checks of stochastic relationships (Wagstaff et al. 
1991). Moreover, this approach allows comparisons of inequity across 
countries and across time in order to understand the specific role that 
health system characteristics play in inequity.

Horizontal inequity indices were defined primarily to synthesize 
information from cross-sectional data but they have also been used 
to measure socio-economic inequalities in health and health-care use 
with longitudinal data (Bago d’Uva et al. 2007; Hernández-Quevedo 
et al. 2006). A longitudinal perspective enables the researcher to reveal 
whether inequalities have reduced or increased with time and to class-
ify them as either short-term (using cross-sectional data) or long-term 
(aggregated over a series of periods) (Jones & López-Nicolás 2004). 
A mobility index (MI) can be created to summarize the discrepancy 
between short- and long-term inequalities. This is equal to one minus 
the ratio of the long-term inequity index and the weighted sum of all 
the short-term (cross-sectional) inequity indices. If the long-term index 
is equal to the weighted sum of the short-term inequity indices then 
MI equals zero. If it is negative (positive) the long-term inequity is 
larger (smaller) than the weighted sum of short term inequity:
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MI= 1- (HILT/SHIST)

This methodology has been used mainly for analyses of inequalities 
in health (Hernández-Quevedo et al. 2006; Lecluyse 2007).

The concentration index approach has a further advantage of 
enabling decomposition of the contribution of need (i.e. ill-health) 
and non-need (i.e. socio-economic) variables to overall inequality in 
health care (O’Donnell et al. 2008; Wagstaff et al. 2003). The contri-
bution of each determinant to total inequality in health-care utiliza-
tion can be decomposed into two deterministic components (equal to 
the weighted sum of the concentration indices of need and non-need 
regressors) and a residual component that reflects the inequality in 
health that cannot be explained by systematic variation across income 
groups. Therefore, the contributors to inequality can be divided into 
inequalities in each of the need and non-need variables. Each variable’s 
contribution to total inequality would be the sum of three factors: 
(i) the relative weight of such a variable (measured by its mean); (ii) 
its income distribution (indicated by the concentration index of the 
variable of interest); and (iii) its marginal effect on the utilization of 
health care (regression coefficient). Hence the decomposition method 
can be a useful instrument for describing the factors that contribute 
to inequality . 

Despite the extensive use of the Concentration Index (CI), the short-
comings associated with this measure have been recently discussed in 
the literature. Firstly, the CI depends on the mean of the variable and, 
hence, could confound comparisons of health inequality across time 
or countries (Wagstaff 2005). Secondly, the ranking differs depend-
ing on whether one measures inequalities in health or inequalities in 
ill-health (Clarke et al. 2000). Finally, the value provided by the CI 
is arbitrary if one analyses a qualitative measure of health (Erreygers 
2006). To overcome these limitations, Erreygers (2009) recently pro-
posed a corrected version of the CI that transforms the standard index 
by the mean and the bounds of the health variable. This adjusted CI 
has already been applied in different works (for example, van de Poel 
et al. 2008).

The concentration index approach has been used mainly for mea-
suring horizontal inequity – equal utilization for people with equal 
need, independent of income. Few studies have used the vertical equity 
principle of proportional unequal access for unequals. In contrast, the 
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vertical equity principle has been used mainly for measuring income-
related equity in health-care finance (O’Donnell et al. 2008; Wagstaff 
& van Doorslaer 2000; Wagstaff et al. 1999). The Kakwani index 
measures the extent to which each source of finance (e.g. taxes, social 
insurance, private insurance, out-of-pocket payments) or the overall 
financing system (weighted average of each source of finance index) 
departs from proportionality. 

The empirical research on equity of access to health care has 
increasingly drawn on the technical methods of the concentration and 
horizontal inequity indices (Allin et al. 2009; Chen & Escarce 2004; 
Jiménez-Rubio et al. 2008; Lu et al. 2007; Masseria et al. 2009; van 
Doorslaer et al. 2004; van Doorslaer et al. 2006). A recent OECD 
project evaluated income-related inequity across twenty-one coun-
tries in physician, hospital and dental sectors (van Doorslaer et al. 
2004a; van Doorslaer et al. 2006), standardizing for needs (measured 
as self-reported health status, health limitations, age and gender).  
The decomposition approach was also used to disentangle the role of 
different need and non-need variables. The detailed results of equity in 
physician visits are discussed here. 

Within-country variations in use by income indicate that low-
income groups are more likely to visit a doctor than higher income 
groups in all OECD countries. However, standardizing for popula-
tion needs, the probability of a doctor visit was higher among richer 
groups (Fig. 2.6.2). The probability of contacting a general practi-
tioner appeared to be distributed according to need and no statisti-
cally significant inequities were found, except in Canada, Finland and 
Portugal. However, when considering only those who have at least 
one general practitioner visit, poorer people consulted general practi-
tioners more often. The pattern was very different for specialist visits. 
In all countries, higher-income individuals had a significantly higher 
probability of visiting a specialist, and were making more visits, than 
the poor. 

The authors followed the decomposition method to calculate the 
contributions of need, income, education, activity status, region and 
insurance to total inequality. Fig. 2.6.3 reports the results for the analy-
sis of specialist visit probability. The contribution of need was negative 
in all countries (it reduced inequity) but the contribution of income, 
education and insurance was positive. Table 2.6.3 examines the role 
of education in inequity in the probability of a specialist visit in Spain. 
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Fig. 2.6.2 Horizontal inequity indices for annual probability of a visit, 
twenty-one OECD countries

Countries ranked by HI index for doctor visits. HI indices are estimated as 
concentration indices for need-standardized use. Positive (negative) index indicates a 
pro-rich (pro-poor) distribution. German general practitioner and specialist indices 
calculated from ECHP 1996

Source: van Doorslaer, Masseria & Koolman 2006

Low education’s contribution to inequity depends on its mean value 
(63% of the population reported to have low education); relationship 
with income (measured by the concentration index which indicates 
that people with low education tend also to have lower incomes); and 
marginal effect on specialist care (people with low education use spe-
cialist care 4.3% less than those with higher education). Thus poor 
education makes a positive contribution to total inequality, thereby 
increasing inequity. The total contribution of education is given by the 
sum of the contributions of low and medium education. 

A longitudinal perspective enables the researcher to reveal whether 
inequalities have reduced or increased with time. Hospital care is 
a particularly interesting example of the usefulness of this data. 
Infrequent annual use of hospital care and its skewed distribution may 
undermine the reliability of estimates of hospital care needs in cross-
sectional analysis, particularly when the sample size is relatively small. 
Masseria et al. (2009) compared the pooled (1994-1998) and wave by 
wave results of the ECHP. They demonstrated that it was possible to 
enhance the power of the estimates and to obtain robust estimates of 
inpatient horizontal inequity by pooling several years of survey data, 
(see Table 2.6.4). Indeed, inequity in hospital care was found to be 
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Table 2.6.3 Contribution of income and education to total specialist 
inequality in Spain, 2000

Mean Concen-
tration 
index 

Marginal  
effect

Contri-
bution  
to inequity

Sum 
contri-
bution

HI index 0.066 0.066

Logarithm of income 14.121 0.025 0.047 0.036 0.036

Education: medium 0.171 0.139 -0.008 0.000

Education: low 0.630 -0.159 -0.043 0.010 0.009

Source: van Doorslaer et al. 2004a

Fig. 2.6.3 Decomposition of inequity in specialist probability 

Source: van Doorslaer et al. 2004a
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significantly pro-rich in seven of the twelve countries analysed and 
significantly pro-poor in one – Belgium. Conversely, the wave by wave 
results rarely showed significant inequity, due to their lack of power.

In Table 2.6.4, the MI summarizes the discrepancy between short- 
and long-term inequalities. The MI was found to be negative in some 
countries and positive in others. Negative mobility indices mean that 
the weighted averages of the cross-sectional concentration indices are 
smaller in absolute value than the longitudinal indices. A negative 
index suggests that individuals with downwardly mobile incomes have 
below average levels of health-care use compared to upwardly mobile 
individuals. This makes long-run income-related inequity greater than 
would be expected from a cross-sectional measure (contrary applies to 
a positive index). 

Policy implications and directions for future research

Most governments widely accept the goal of equitable access to health 
care. This goal is motivated by the egalitarian view that access to care 
is a right and by the potential for equity of access to help reduce health 
inequalities. Translating this policy goal to a measurable objective is 
not straightforward. Moreover, considerable debate surrounds the 
definition of equity, health-care need and access as well as the methods 
for calculating equity in health care. 

Empirical research most commonly measures the goal of treating 
equals equally; health-care need is measured by levels of ill-health and 
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Fig. 2.6.4 Horizontal inequity index for the probability of hospital admission 
in twelve European countries (1994-1998)

Source: Masseria et al. 2009
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access approximated by utilization. Thus, inequity can be identified 
where patterns of utilization differ between individuals with the same 
health-care need (health status and risk of ill-health) across income, 
social or other socio-economic groups. These analyses require infor-
mation on socio-economic status, health status and utilization pat-
terns, whether using regression methods or calculating concentration 
indices of inequity. Analyses of equity can be used to inform policy 
decisions insofar as the studies are based on accurate and meaningful 
data.

Empirical analyses may be based on survey, administrative or,  
ideally, linked datasets. Survey data provide comprehensive informa-
tion on all these levels but administrative data may provide more accu-
rate information on utilization. This can include the intensity of use 
measured not just by number of visits but also by total expenditure 
and the different types of services used (e.g. diagnostic tests received, 
day surgeries, referrals). Administrative utilization data also address 
the problems of recall bias and subjectivity, and cover the entire popu-
lation using health care including those groups typically excluded or 

Table 2.6.4 Short-run and long-run horizontal inequity index, MI

Wave 1 Wave 2 Wave 3 Wave 4 Wave 5 Pooled Mobility

Austria 0.046 0.070 0.052 0.036 0.050 0.029

Belgium -0.04 -0.029 0.003 -0.019 -0.046 -0.025 -0.031

Denmark 0.00 0.049 -0.022 0.022 -0.022 0.006 -0.120

France 0.01 -0.011 0.026 0.030 0.075 0.023 0.085

Germany 0.03 0.056 0.015 0.033 0.005

Greece 0.07 0.060 0.037 0.031 0.074 0.055 -0.015

Ireland 0.04 0.039 0.077 -0.017 0.050 0.036 0.025

Italy 0.02 0.066 0.059 0.040 0.067 0.050 -0.056

Netherlands 0.02 -0.049 -0.009 0.029 -0.024 -0.008 0.058

Portugal 0.04 0.071 0.087 0.100 0.082 0.074 -0.082

Spain 0.03 0.000 0.041 -0.026 0.037 0.016 -0.032

UK 0.00 -0.010 -0.001 -0.003 0.193

Numbers in bold are statistically significant with a 95% confidence interval
Source: authors’ calculations based on Masseria et al. 2009



211Measuring equity of access to health care

underrepresented in surveys (people who are homeless, without tele-
phones or living in institutions). However, administrative data provide 
a less comprehensive source of socio-economic information and health 
status. Socio-economic data would typically be collected through geo-
graphical measures of income or deprivation. Health status could be 
measured by physician diagnosis but this limits the information avail-
able to those who have been in contact with the health system. Linking 
administrative and survey data is the ideal approach to benefit from 
the accuracy and detail of utilization information and the comprehen-
siveness of self-reported socio-economic and health indicators from 
surveys. 

The majority of studies draw on survey data to undertake equity 
analyses. Self-reported indicators of health status are the most com-
monly used measures of health-care needs as they are available in 
national and international health surveys. These measures are sub-
ject to numerous methodological problems but various studies have 
shown that they are strong predictors of objective health status and 
mortality. However, even if ill-health is measured accurately it may not 
provide an indication of what (and to what extent) services are needed 
to restore health (Culyer & Wagstaff 1993). A review of equity studies 
in the United Kingdom noted that the majority pay little attention to 
the complex concept of need (Goddard & Smith 2001). The majority 
of studies show widespread acceptance of the assumption that need 
can be measured using SAH, though many also control for factors 
that may affect the reporting of health status (e.g. age and sex) and 
incorporate some indication of an individual’s risk of ill-health (e.g. 
age, obesity, symptoms), while also considering a broad set of SAH 
indicators. 

There has been some growth in the collection of more objective 
indicators of health. Recent health surveys (e.g. SHARE, Health 
Interview Survey) include quasi-objective indicators of ill-health, based 
on respondents’ reporting on more factual items such as specific con-
ditions or activity limitations (e.g. presence of chronic conditions, spe-
cific limitations in ADL or IADL). These indicators have proved useful 
for building a more general index of ill-health that corrects issues of 
reporting bias (Jürges 2007). A few surveys (e.g. WHS) have recently 
introduced vignettes that allow potential biases to be corrected with 
SAH measures. The availability of objective measures of health, such 
as biomarkers, is restricted to a few national, cross-sectional surveys 
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and still presents a methodological issue concerning the standardiza-
tion of data collection. 

The methodological difficulties associated with measuring equity 
are discussed above. In addition, needs-adjusted utilization does not 
account for potentially acceptable variations in utilization, such as 
those driven by individuals’ choices (Le Grand 1991; Whitehead 1991). 
Survey data permit further subjective analyses of health-care contacts 
such as perceived timeliness, quality and overall satisfaction that 
complement information on utilization. Moreover, subjective unmet 
need for health care may also be included in surveys. Subjective unmet 
need has largely been interpreted to represent system-level barriers to 
access (Elofsson et al. 1998; Mielck et al. 2007; Westin et al. 2004). 
However, the different reasons for unmet need include personal (e.g. 
fears and preferences) and system factors (e.g. costs). It is important 
to differentiate these reasons and to examine the association between 
reported unmet need and contacts with the health system. Research 
linking information on levels and reasons for subjective unmet need 
with actual health-care utilization patterns could therefore comple-
ment conventional equity analyses. 

Meaningful research on equity in health care relies on the availabil-
ity of comprehensive and reliable data. Ideally, these would be longitu-
dinal survey and administrative sources linked at the individual level. 
Population health surveys should include information on health status 
(including general, specific, subjective and quasi-objective measures, 
vignettes to test for reporting bias); socio-economic status (including 
all income sources, assets such as home ownership and financial assets, 
education, employment); utilization of health care (disaggregated by 
type of service); experiences with health care (including accessibil-
ity, acceptability, waiting times, satisfaction, perceived quality, direct 
costs, non-use of health care, i.e. unmet need); and other factors 
that affect access (including details of insurance status and entitle-
ments). Furthermore, information on an individual’s residence (post 
code) makes it possible to calculate the distance to health-care facili-
ties. Finally, clinical appropriateness could be assessed on the basis of 
available information on diagnoses and health service utilization. This 
quality aspect of health care remains relatively undeveloped in equity 
analyses.

Longitudinal data permit more in-depth investigation of the trends 
and dynamics of inequalities over time. The long-term perspective 
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provides useful information on population-representative disease tra-
jectories; links between outcomes and earlier experiences and behav-
iours; and the dynamics between individual and family characteristics, 
take-up of insurance, asset accumulation, health and health care.  
For the measurement of inequalities in health, it has been shown that 
the use of longitudinal data captures the mobility of individuals in 
their ranking according to their socio-economic levels (Hernández-
Quevedo et al. 2006; Jones & López-Nicolás 2004). Such mobility 
is particularly interesting if this variation is systematically associated 
with changes in levels of health (Hernández-Quevedo et al. 2006). 
For the study of equity of access to health care, longitudinal data also 
allow consideration of the possible endogeneity of need variables in 
the health-care utilization models (Sutton et al. 1999). 

A growing evidence base demonstrates inequitable utilization or 
treatment patterns in many countries, though many questions remain 
(including whether inequity of access to health care contributes to 
inequalities in health). There is a need to investigate the link between 
access to health care, health outcomes and health inequalities. This 
will not only improve understanding of the processes by which health 
inequalities arise and can be reduced, but also may increase support for 
improving efforts to ensure equitable access. It is difficult to address 
the question of whether inequitable utilization leads to unequal health 
outcomes on a population level. The research that has been conducted 
has relied on disease-specific approaches which (although not gener-
alizable to the population level) have the potential to inform policy 
approaches, e.g. in the treatment of particular conditions such as acute 
myocardial infarction in Canada (Alter et al. 1999; Alter et al. 2006; 
Pilote et al. 2003).

It is well-known that the policies needed to reduce inequalities in 
health call for integrated, multi-sectoral approaches that extend beyond 
the health system (Mackenbach & Bakker 2002; WHO 2008). These 
address not only health and social care and poverty alleviation but 
also health-related behaviours (smoking, alcohol consumption, diet, 
obesity); psychosocial factors (psychosocial stressors, social support, 
social integration); material factors (housing conditions, working con-
ditions, financial problems); and access to health care. Many countries 
have explicit public health policies that address some or all of these 
(Judge et al. 2006). Equitable access to health care plays a critical role 
(Dahlgren & Whitehead 2006). Careful monitoring of equity in health 
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care on the basis of robust empirical analyses is vital to measure the 
impact of health-care policies and broader reform initiatives on health 
system performance. Continued research is needed to understand not 
only the causes of inequity but also what policy measures are effec-
tive in ensuring that individuals in need receive effective, high-quality 
health care. 
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Introduction

In the light of apparently inexorable rises in health-care expenditure, 
the cost effectiveness of the health system has become a dominant 
concern for many policy-makers. Do the funders of the health system 
(taxpayers, insurees, employers or patients) get good value for money? 
Productivity measurement is a fundamental requirement for securing 
providers’ accountability to their payers and ensuring that health 
system resources are spent wisely.

Productivity measurement spans a wide range – from the cost effec-
tiveness of individual treatments or practitioners to the productivity 
of a whole system. Whatever level of analysis is used, a fundamental 
challenge is the need to attribute both the consumption of resources 
(costs) and the outcomes achieved (benefits) to the organizations or 
individuals under scrutiny. The diverse methods used include direct 
measurement of the costs and benefits of treatment; complex econo-
metric models that yield measures of comparative efficiency; and 
attempts to introduce health system outcomes into national accounts.

Productivity analysis can be considered via two broad questions: 
(i) how are resources being used? and (ii) is there scope for better uti-
lization of these resources? These questions can be considered for the 
whole health system and for organizations within it but most applied 
research at system level tends to concentrate on the first question.  
The second question is the primary concern of organizational studies.

This chapter begins with an outline of the fundamental concepts 
required for productivity analysis, distinguishing productivity from 
efficiency. This is followed by a discussion of the challenges associated 
with applying these concepts in the health sector in which it is par-
ticularly difficult to define and measure outputs and to determine the 
relationship between health-care resources (inputs) and outputs.

2.7  Health system productivity  
 and efficiency

 a n d r e w  s t r e e t ,  u n t o  h ä k k i n e n
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The chapter continues with an assessment of the use of resources, 
as posed in the first question. Usually, the concept of productivity is of 
primary interest in macro-level applications, such as when considering 
how well an entire health system is using its resources or in analysing 
labour productivity over time. A growth accounting perspective is 
often adopted when the objective is to relate a change in outputs to 
a change of inputs. The productivity change of specific, common and 
serious health problems has also been analysed by ascribing a mon-
etary value to outputs and relating them to the cost of treating the 
problem in order to evaluate value for money. In some ways, cost-
effectiveness analysis which compares the benefits and cost of two 
or more health-care services or treatments (health technology assess-
ment) can be seen as a form of productivity analysis. An overview of 
this type of approach is provided.

A range of methods have been used to consider the second question. 
The concept of efficiency is usually applied when considering the rela-
tive performance of organizations within a health system. These are 
organizations engaged in production (converting inputs into outputs) 
and can be hospitals, nursing homes, health centres or individual phy-
sicians. Generally speaking, such organizations face few of the com-
petitive pressures that would encourage them to innovate and adopt 
cost minimizing behaviour. Comparative or benchmarking exercises 
aim to identify which organizations have more efficient overall opera-
tions or specific areas of operation. This information may be used to 
stimulate better use of resources, either by encouraging organizations 
to act of their own volition or through tailored incentives imposed 
by a regulatory authority. The final section of the chapter describes 
the efficiency analysis techniques that have emerged within the broad 
evaluative tradition.

Conceptual issues

Four fundamental questions are addressed in this section. 

1. What is the relationship between inputs and outputs – i.e. what is 
the nature of the production process?

2. What does productivity mean and how is this concept distinct from 
efficiency?
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3. What is the output of the health system and of the organizations 
within the system?

4. What resources (inputs) are employed to produce these outputs?

However, the answers are not straightforward.

Production function – relationship between inputs and outputs

The fundamental building block of productivity or efficiency analysis 
is the production function. This can be specified for the economy as a 
whole (macro-level) or for organizations within the economy (meso-
level). A more technical description of the macro and meso production 
functions and their relationships are shown in Box 2.7.1.

Box 2.7.1 Macro-level and meso-level production functions

The production function can be applied at macro-level (for the 
economy as a whole) or at meso-level (for an organization within 
the economy). In theory, it is possible to aggregate the production 
functions for every organization into a function for the economy 
as a whole, just as total consumer spending is the sum of decisions 
made by many households.

The standard Cobb-Douglas production function is a useful 
starting point in which output (Y ) is a function of two inputs – 
labour ( L ) and capital ( K ):

1.  Y AL Kα β=      

For calculation purposes this is transformed into logarithmic 
form, becoming:

2.  log log log logY A L Kα β= + +  

In macro-level applications, growth accounting methods are used 
to assess the contribution of inputs to aggregate output growth and 
to estimate total productivity change for the economy as a whole 
or for sectors within it (Jorgenson & Griliches 1967; OECD 2001). 
These calculations rely on time series data, used to calculate output 
growth and input growth. The growth in output is defined as:

3.  log log log logY A L Kα β∆ = ∆ + ∆ + ∆
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Where 1log log( )t tY Y Y −∆ = − ; 
1log log( )t tL L L −∆ = − ; and

1log log( )t tK K K −∆ = −  with t indexing time. The parameters α  and 
β  are usually calculated as the share of income attributable to each 
input. The fundamental purpose of the growth accounting method 
is to calculate A∆  which measures the growth in output over and 
above the growth in inputs. This is termed total factor productivity 
and, when positive, is interpreted as being due to improvements in 
methods of production or technical progress. This interpretation 
rests on three key assumptions: (i) competitive factor markets; (ii) 
full input utilization; and (iii) constant returns to scale, 1α β+ =  
(Inklaar et al. 2005).

Meso-level applications allow analysts to relax assumptions of 
constant returns to scale and to estimate more flexible functional 
forms than the Cobb-Douglas. Such applications use organizational 
data to estimate the production function from observed behaviour, 
either at a single time point (cross-sectional analysis) or over sev-
eral time periods (panel data analysis). With cross-sectional data 
for a set of organizations the Cobb-Douglas production function is 
estimated as:

4.  ˆˆ ˆlog logi i i iy A L Kα β ε= + + +   

Where iy  is the observed output for organization i , 1...i I= ; iL  
and iK  measure labour and capital input use for organization i ; A  
is an estimated constant; and îε  is the residual. The purpose is to 
estimate the relationships between labour and capital and output, 
given by the estimated parameters α̂  and β̂ . Under conditions of 
perfect competition and profit maximization, marginal productivity 
will equal the real wage. If these conditions hold, α̂  will capture 
labour’s share of total income and β̂  will capture capital’s share, 
which is consistent with how α  and β  are calculated in the growth 
accounting framework (Intriligator 1978). In most econometric 
applications îε  is afforded no special attention, other than that it 
satisfies classical assumptions of being normally distributed with  
a zero mean. But, analogously to the macro-level interpretation of 

A∆ , îε  (or some portion of îε ) has been interpreted as capturing devi-
ations from efficient behaviour among the organizations under scru-
tiny, with inefficiency defined as the extent to which an organization’s 
output falls short of that predicted by the production function.
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At the meso-level, the production function models the maximum 
output an organization could secure, given its level and mix of inputs. 
The production process is shown in very simple terms in Fig. 2.7.1. 
The organization employs inputs (labour, capital, equipment, raw 
materials) and converts them into some sort of output. The point 
at which this production process takes place (middle box) is critical 
for determining whether some organizations are better at converting 
inputs into outputs. 

The middle box is something of a black box because it is usually 
very difficult for outsiders to observe an organization’s operation and 
the organization of the production process. In some industries (e.g. 
pharmaceutical sector) the production process is a closely guarded 
secret and the source of competitive advantage.

This inability to observe the production process directly is a funda-
mental challenge for those seeking to analyse productivity or efficiency. 
Nevertheless, it is possible to devise a gold standard production pro-
cess that describes the best possible way of organizing production, 
given the prevailing technology. The point at which the amount and 
combination of inputs is optimal is termed the production frontier – 
any other scale of operation or input mix would secure a lower ratio 
of output to input. Organizations that have adopted this gold stan-
dard are efficient, operating at the frontier of the prevailing techno-
logical process. Organizations can operate some way short of this gold 
standard if equipment is outmoded, the staff underperforms or capital 
resources stand idle periodically. These, and multiple other reasons, 
might explain inefficiency.

The analytical problem comprises the following challenges: the gold 
standard production process is unknown; the particular form of the 
production process adopted in each organization is difficult to observe; 
and the various shortcomings associated with each of these particular 
processes are poorly understood. These challenges can be addressed by 
comparing organizations involved in similar activities. Such compara-

Organization of the
production process Outputs

Labour,
intermediate and

capital inputs

Fig. 2.7.1 Simplified production process
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tive analysis does not attempt to prise open the black box but concen-
trates on the extremes depicted in Fig. 2.7.1. Information about what 
goes in (inputs to production process) and what comes out (outputs 
of production process) tends to be available in some form or another 
and allows comparison of input-output combinations between organi-
zations that produce similar things. An organization is more produc-
tive if it uses less input to produce one unit of output than another 
organization. If we want to assess organizations that produce different 
amounts of output, we need to make judgements about whether there 
are economies of scale which, in turn, relies on understanding the gold 
standard production process. If this is known, organizations can be 
judged in terms of their efficiency. 

Distinguishing productivity and efficiency

Productivity and efficiency are often used interchangeably but they 
refer to different concepts. Sometimes they are distinguished according 
to what is measured – productivity used when output is measured by 
activities or services and efficiency used when output is measured by 
health outcomes. The OECD (2005) has separated technical (or cost) 
effectiveness from technical (or cost) efficiency – efficiency applies 
when output is measured by activities; effectiveness when output is 
measured by outcomes such as health gains or equity.

In country surveys the OECD distinguishes between the concepts of 
macro- and micro-efficiency (OECD 2003). Macro-efficiency relates 
to the question of whether total health expenditure is at a socially 
desirable level. Micro-efficiency involves either minimizing the cost 
needed to produce a given output or maximizing output for given 
costs. Within the concept of micro-efficiency, the OECD defines pro-
ductivity as the volume of services per dollar of expenditure on inputs 
and effectiveness as quality of care, including health improvement and 
responsiveness (e.g. timely provision of care). 

The definitions used in this chapter are given below.

•	 Productivity	 is	 the	 ratio	of	 a	measure	of	output	 to	 a	measure	of	
input.

•	 Technical	 efficiency	 is	 the	maximum	 level	 of	 output	 that	 can	 be	
produced for a given amount of input under the prevailing techno-
logical process – the gold standard.
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•	 Allocative	 efficiency	 is	 the	maximum	 level	 of	 output	 that	 can	be	
produced assuming the cheapest mix of inputs given their relative 
prices.

The difference between the first two measures is shown in Fig. 2.7.2. 
Two organizations (P1; P2) use a single input to produce a single type 
of output but P1 has a higher level of productivity i.e. a higher ratio of 
output to input. However, technical efficiency is measured in relation 
to the production function – the maximum amount of output that can 
be produced at different levels of input. This function suggests dimin-
ishing marginal productivity – each additional unit of input produces 
progressively less output. Diminishing marginal productivity implies 
decreasing returns to scale – the more inputs used, the lower the return 
in the form of outputs.

In this illustration, P2 is operating on the production function, pro-
ducing the maximum level of output that is technically feasible given 
its input levels. In contrast, P1 is operating inefficiently given its size – 
P1 has a higher output/input ratio than P2 but at its scale of operation 
it would be technically feasible to produce more output. The technical 
inefficiency of P1 is measured by its vertical distance from the produc-
tion function.

Organizations can be allocatively inefficient if they do not use the 
correct mix of inputs according to their prices. This can be illustrated 

Output

Input

Production function

P

P

1

2

Fig. 2.7.2 Productivity and efficiency
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in a simple two input model. For some known production process, 
the isoquant QQ in Fig. 2.7.3 shows the use of minimum combina-
tions of the two inputs required to produce a unit of output. In this 
figure, the organizations P1 and P2 lie on the isoquant and therefore 
(given the chosen mix of inputs) cannot produce more outputs. They 
are both technically efficient. Organizations might not adopt the best 
combination of inputs given their prices. Suppose the market prices 
of the two inputs are V1 and V2 – the cost minimizing point on the 
isoquant occurs where the slope is -V1/V2 (shown by the straight line 
BB). In Fig. 2.7.3 this is at the point where P1 lies, which is allocatively 
efficient. However, although P2 lies on the isoquant the organization is 
not efficient with respect to prices, as a reduction in costs is possible. 
The allocative inefficiency of P2 is given by the ratio OP2*/OP2.

Organizations may exhibit both allocative and technical inefficiency. 
This is illustrated in Fig. 2.7.4 by comparing organizations P3 and P4. 
Organization P3 purchases the correct mix of inputs but lies inside the 
isoquant QQ. It therefore exhibits a degree of technical inefficiency, as 
indicated by the ratio OP1/OP3. Organization P4 purchases an incorrect 
mix of inputs (given their prices) and lies inside the isoquant QQ. Its 
overall level of inefficiency is measured as OP2*/OP4, which comprises 
two components: (i) the organization’s allocative inefficiency indicated 
by the ratio OP2*/OP2; and (ii) its technical inefficiency indicated by 
the ratio OP2/OP4.

P

P

1

2

P2

Q

Q

B

B
0

Input 2

Input 1

*

Fig. 2.7.3 Allocative efficiency with two inputs
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Defining, measuring and valuing output

Specification of the inputs consumed and the valued outputs produced 
is central to the examination of any production process. Analysts usu-
ally refer to the outputs of the production process but regulators and 
other decision-makers are usually more interested in the outcomes 
produced, in terms of their impact on individual and social welfare.

Physical output is usually a traded product in competitive indus-
tries. Even in a reasonably homogeneous market, the products (e.g. 
cars) can vary considerably in various dimensions of quality such as 
reliability or safety features (Triplett 2001). The quality of the product 
is intrinsic to its social value but that value can be readily inferred by 
observing the price that people are prepared to pay. For this reason 
there is usually no need explicitly to consider the ultimate outcome of 
the product, in terms of the value it bestows on the consumer. 

Prices do not exist and outputs are difficult to define in many parts 
of the economy. This is particularly true for many of the goods and ser-
vices funded by governments (Atkinson 2006). Some of these are classic 
public goods (non-rival and non-excludable) that would be underpro-
vided if left to the market, e.g. national defence. Government financ-
ing of other services (e.g. education, health care) might be justified to 
ensure universal access. Two fundamental issues need to be considered 
in the context of productivity and efficiency analysis. How should the 
outputs of the non-market sector be defined? What value should be 
attached to these outputs when market prices are not available?
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Defining health outcomes
When defining health outcomes the starting point is to consider the 
objectives of the health system or organization(s) under consideration. 
The primary purpose of the health-care system is generally consid-
ered to be to enhance the health of the population. Individuals do not 
demand health care for its own sake but for its contribution to health. 
Presuming that the health system and its constituent organizations aim 
to satisfy individual demands (however imperfectly) it follows that 
health should enter the social welfare function and organizational 
objective functions. Ideally, the measure of health should indicate the 
value added to health as a result of an individual’s contact with the 
health system. This requires a means of defining and measuring indi-
vidual health profiles and of attributing changes in these to the actions 
of the health system or its constituent organizations. 

Health is multidimensional and – like utility – there is no objective 
means of measuring and ordering health across individuals or popula-
tions. A diversity of definitions have been used including life expec-
tancy; capacity to work; personal and social functioning; and need 
for health care (Fuchs 1987). One option is to use avoidable deaths 
or amenable mortality as an output measure. This is based on a list 
of causes of deaths that should not occur in the presence of effective 
and timely health care (Nolte & McKee 2003; Nolte et al. 2009). The 
aim is to ascertain health services’ effect on mortality by disentangling 
other influences that are unrelated to the health system. 

Data on the impact of health services on morbidity or health-related 
quality of life (HRQoL) are seldom collected outside of clinical trial 
settings and therefore have rarely been used in productivity analyses. 
This may change as more countries start to collect such data, even 
from patients who are not enrolled in clinical trials (Department of 
Health 2007; Räsänen 2007; Vallance-Owen et al. 2004).

Defining the quantity of output
Given the current absence of data on the amount of health produced, 
most productivity analyses define output in terms of the numbers and 
types of patients treated. Sometimes they adjust for the quality of 
treatment. This is in line with a common approach in theoretical expo-
sitions wherein the particular interest is often the analysis of situa-
tions in which quality substitutes for quantity (Chalkey & Malcomson 
2000, Hodgkin & McGuire 1994). Consistent with such theoretical  
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models, Eurostat’s guidance for the compilation of national accounts 
for European Union countries defines health-care output as: ‘the quan-
tity of health care received by patients, adjusted to allow for the quali-
ties of services provided, for each type of health care’ (Eurostat 2001). 

It is difficult to define even the quantity of health care. This involves 
consideration of many diverse activities as the production of health 
care is complex and individually tailored. Contributions to the care 
process often come from multiple agents or organizations; a package 
of care may be delivered over multiple time periods and in different 
settings; and the responsibilities for delivery may vary from place to 
place and over time. This means that the production of the majority of 
health-care outputs rarely conforms to a production-line type technol-
ogy in which clearly identifiable inputs are used to produce a standard 
type of output (Harris 1977). 

Patient classification systems have been developed to address this 
problem. Patients are described reasonably well in the hospital sec-
tor as many countries use some form of diagnosis related groups 
(DRGs) to quantify hospital activity and to describe the different types 
(casemix) of patient receiving inpatient care (Fetter et al. 1980). DRGs 
are best suited to describe patients in hospital settings, where patients 
tend to be admitted with specific problems that can be managed as 
discrete events. Casemix adjustment methods for patients treated in 
outpatient, primary or community care settings are still at the devel-
opment stage, although a number of classification systems are being 
explored (Bjorkgren et al. 1999; Carpenter et al. 1995; Duckett & 
Jackson 1993; Eagar et al. 2003; Street et al. 2007). A major challenge 
is that many patients treated in these settings have complex health-
care requirements and may suffer from multiple problems that require 
ongoing contact with multiple agencies over a long period. Patients 
can be tracked across settings in countries that use unique personal 
identification numbers (Linna & Häkkinen 2008). Elsewhere, activity 
is described in fairly crude terms, such as number of attendances; or 
visits or consultations by setting or professional group.

Defining the quality of output
Quantity is difficult to define but it is even more challenging to assess 
the quality of health care. The majority of empirical studies of the 
efficiency of health-care organizations fail to consider quality and 
include only measures of casemix-adjusted quantity (Hollingsworth et 
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al. 1999). In effect, this assumes that there are no differences or varia-
tions over time in the quality of treatment among the organizations 
under consideration.

However, quality improvements are likely to be of value to patients 
and therefore an important aspect of health-care productivity. As men-
tioned, health care’s impact on health status is of primary interest. 
Various productivity analyses have attempted to quantify improve-
ments over time in both the amount and quality of treatment, often 
by considering specific conditions. For example, Shapiro and Shapiro 
(2001) argue that the value of cataract extraction has risen steadily 
because of lower rates of complication and better post-operative visual 
outcomes; Cutler et al. (2001) consider improvements in survival rates 
following treatment for heart attack; and Castelli et al. (2007) show 
how improvements in post-operative survival can be incorporated into 
measures of productivity for the whole health system.

Patients are concerned not only with the outcomes associated with 
care but also about the process of health-care delivery, such as the 
reassurance and guidance they receive; waiting times for treatment; 
and whether they are treated with dignity and respect. It is likely that 
the process of care delivery also has improved in most countries over 
time. These improvements ought to be included in measures of health 
service productivity, insofar as they represent valued improvements in 
the characteristics of health-care activity. This requires each dimen-
sion of quality to be measured consistently over time and a means of 
valuing unit changes in quality and in quantity on the same valuation 
scales to enable quality change to be incorporated directly in the out-
put index. It is challenging to value both the quantity and quality of 
health care.

Valuing outputs
Hospital treatment following cardiac arrest has a different value to a 
general practitioner consultation about back pain. But how are these 
values to be derived in the absence of market prices? One source of val-
uation is based on what these activities contribute to patient welfare. 
This might be estimated by undertaking discrete choice experiments 
(Ryan et al. 2004) or by using hedonic methods to assess the value of 
different characteristics of outputs (Cockburn & Amis 2001). In prac-
tice, these approaches are costly and difficult to apply comprehensively 
across all health-care activities or to update on a routine basis.
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Eurostat recommends using cost to reflect the value of non-market 
outputs in the national accounts (Eurostat 2001). This implies that 
costs reflect the marginal value that society places on these activities 
and requires health-care resources to be allocated in line with soci-
etal preferences (i.e. health system is allocatively efficient). This strong 
assumption may not hold but cost-weights have the advantage of 
being reasonably easy to obtain. As such, costs are likely to remain the 
dominant source of explicit value weights for the foreseeable future, 
implying that outputs are valued in terms of their production rather 
than consumption characteristics.

Defining inputs

The input side of efficiency analysis is usually considered to be less 
problematic but two issues must be faced. First, how precisely can 
inputs be attributed to the production of particular outputs? Second, 
how precisely do specific types of input need to be specified?

Attribution to the unit of analysis (i.e. the organization under con-
sideration) is a serious analytical problem. Rather than taking the 
organizational form (e.g. hospital) as given, greater insight might be 
gained from analysing units within it, such as departments or special-
ties. Comparative analysis at department level makes it more likely 
that similar production processes are compared and may result in more 
robust conclusions about relative performance (Olsen & Street 2008). 

Disaggregated analysis raises the question of whether it is possible 
to identify precisely which inputs produce which outputs. This is par-
ticularly true in health care as output is often the product of teamwork 
– sometimes involving collaboration between different organizational 
entities – and inputs (notably staff) often contribute to the production 
of different types of output. For instance, one doctor’s time may be split 
between caring for patients in general surgery and in urology; another 
may work predominantly in dermatology but have a special interest 
in plastic surgery. Even the managers of the relevant specialties may 
not know precisely how these doctors divide their time. Ultimately, the 
analyst has to make a trade-off: specifying the production unit as pre-
cisely as possible (disaggregation), may come at the cost of incorrect 
attribution of inputs to the production process of interest.

As regards the second issue, physical inputs can be measured more 
accurately than outputs, or are summarized into a single measure in 
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the form of a measure of costs. If costs are used, a cost function can be 
estimated instead of a production function. The cost function indicates 
the minimum that an organization can incur in seeking to produce a 
set of valued outputs. The production function will be equivalent to 
the cost function (i.e. its dual) if organizations are cost minimizing 
– which may not be valid if the analytical purpose is to uncover inef-
ficient behaviour. The cost function combines all inputs into a single 
metric (costs) but does not model the mix of inputs employed or their 
prices. Therefore, notwithstanding its practical usefulness, a cost func-
tion offers little help with detailed understanding of the input side of 
efficiency.

If there is interest in considering the impact of particular types of 
input on productivity, these inputs must be specified separately. In par-
ticular, separation of labour and capital may be necessary to determine 
their specific contributions to output (Inklaar et al. 2005).

Labour inputs
Labour inputs usually can be measured with some degree of accu-
racy. Most health systems collect staffing data, usually by staff type 
and sometimes by grade, skill level or qualifications. Care must be 
taken to ensure that such data are strictly comparable as organizations 
that report different staffing levels may actually have similar inputs. 
A common reason for this is varying amounts of contracting out of 
non-clinical (e.g. catering, cleaning, laundry services) and clinical ser-
vices (laboratory, radiology). Organizations that contract out report 
lower staffing levels than those that employ staff directly. Differences 
in employment practices may also affect international comparisons. 
For instance, in countries such as the United States and Canada doc-
tors are not reimbursed via the hospital and so their input may not be 
included in the hospital’s labour statistics. 

More precisely specified data may be useful if there is interest in the 
relationship between efficiency and the mix of labour inputs employed. 
This might yield useful policy recommendations about substituting some 
types of labour for others. But, unless there is a specific interest in the 
deployment of different labour types, it may be appropriate to construct 
a single measure of labour input – weighting the various labour inputs 
by their relative wages. This leads to a more parsimonious model. 

Labour inputs may be measured in either physical units (hours of  
labour) or costs of labour, depending on context. The use of physical inputs 
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fails to capture any variations in organizations’ wage rates. This may be 
desirable (e.g. if there are variations in pay levels beyond the control 
of organizations) or undesirable (if there is believed to be input price 
inefficiency in the form of different pay levels for identical workers).

Capital inputs
It is more challenging to incorporate measures of capital into the 
analysis. This is partly because of the difficulty of measuring capital 
stock and partly because of problems in attributing its use to any par-
ticular period. Measures of capital are often rudimentary and may be 
misleading. For example, accounting measures for the depreciation 
of physical stock usually offer little meaningful indication of capital 
consumed. Many studies of hospital efficiency use beds as a proxy for 
capital but this is an increasingly poor measure as care moves from 
inpatient to day case or other settings.

In principle, analysis should use the capital consumed in the cur-
rent period as an input to the production process but, by definition, 
capital is deployed across time. Contemporary output may rely on 
capital investment in previous periods while some current activities 
are investments that are intended to contribute to future rather than 
contemporary outputs. Estimates of organizational efficiency will be 
biased if organizations differ in their (dis)investment strategies and 
capital use is attributed inaccurately to particular periods.

Macro-level analysis of productivity

Health system level

The key challenge in macro-level applications is to estimate changes 
in productivity over time. This requires the outputs produced from 
one period to the next to be measured and valued. In Laspeyres form, 
where outputs are valued in the base period (t-1), the change in output 
is measured as:

1

1 1 1( _ _ ) ( _ _ )
t t

t t t t

Y Y Y

outputs value per output outputs value per output
−

− − −

∆ = −
= × − ×

Changes in inputs can be measured in a similar fashion. If out-
put growth exceeds input growth it is interpreted as an improvement 
in productivity. However, cross-country comparisons of productivity 
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based on national accounts should be made with caution. Some coun-
tries (notably the United States and Canada) continue to apply the 
output=input convention in which the output of the health system is 
valued simply by the total expenditure on inputs. This makes it impos-
sible to measure productivity because output is not measured.

Many countries have accepted Eurostat’s recommendations to move 
towards direct measurement of the volume of outputs when construct-
ing their national accounts (Eurostat 2001). However, there are differ-
ences in how outputs are defined in those countries that have adopted 
this recommendation. Many countries define health-care output by 
counting the number of activities undertaken in different settings – for 
instance, the number of patients treated in hospital or the number 
of attendances in outpatient departments. There is no international 
standard for the way that patients are described and sometimes output 
definitions are more akin to input measures – such as the use of occu-
pied bed days to count the output of nursing homes or rehabilitation 
services. Such definitional differences undermine international com-
parisons (Smith & Street 2007). 

A recent study developed a weighted output index to measure 
changes in the volume of services weighted by health gains (in quality-
adjusted life years – QALYs) (Castelli et al. 2007a). No data are cur-
rently available to enable a comprehensive index to be calculated for 
the whole health system but the study indicates where future routine 
data collection should be focused. 

3.2 Disease oriented approach 

A number of authors have championed disease-specific assessments of 
productivity, often undertaken at national level (Cutler et al. 2001). 
They offer several potential advantages. A more focused assessment 
has less diversity in the type of activities being considered which sim-
plifies their quantification and aggregation into a single index. A dis-
ease-based approach is also more likely to consider health effects and 
is more clearly a bottom-up approach in which micro-level compara-
tive data on clinical actions, costs and outcomes are essential elements. 
They may also enable identification of specific aspects of quality 
change and health gain that can be overlooked when constructing a 
comprehensive index. 
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As when considering departments within organizations, there is 
a particular problem with identifying and attributing the resources 
devoted to treatment of a particular disease. This disease-based 
approach also presumes that it is possible to consider each disease in 
isolation although this may be questionable for conditions associated 
with multiple co-morbidities (Terris & Aron 2009). Of course, disease-
specific productivity assessments should not be extrapolated to draw 
inferences about the productivity of the health system as a whole.

The disease-oriented approach is based on modelling the natural 
progress of a disease, with specific interest in the health services’ role 
as a determinant of this progress. The idea is that analyses of time 
trends and more detailed (particularly individual level) data pertaining 
to specific health conditions will illuminate the interconnected aspects 
(i.e. financing, organizational structures, medical technology choices) 
responsible for health system performance (i.e. health outcomes and 
expenditure).

Most analyses are undertaken at a national level but there have 
been three international attempts to apply the disease-based approach 
during recent years.

1. McKinsey health-care productivity study – breast cancer, lung can-
cer, gallstone disease, diabetes mellitus: Germany, United Kingdom, 
United States (McKinsey Global Institute & McKinsey Health Care 
Practice 1996).

2. OECD Ageing-Related Disease (ARD) Project – ischaemic heart 
disease, stroke, breast cancer (OECD, 2003a). 

3. Technological Change in Healthcare (TECH) Global Research 
Network (AMI) (McClellan et al. 2001).

The three projects had different perspectives. The McKinsey study 
analysed productivity, relating outputs (life years saved and estima-
tions of changes in QALYs using information on mortality, complica-
tions and treatment patterns) to the resource inputs (physician hours, 
nursing hours, medication, capital, etc) for treating the four diseases. 
The study used data available at aggregate national level derived from 
literature reviews, database analysis and clinical expert interview. 
The data were limited in key areas such as clinical characteristics and 
detailed input measurement.

The OECD ARD Project extended the approach by trying to take 
account of all relevant interrelationships in a broad model. The aim was 
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to provide a holistic innovative framework to understand performance 
rather than a comparison of the countries’ relative productivity. Cost 
and outcome data were collected on prevention, treatment and reha-
bilitation; the overall burden of disease; economic incentives; economic 
conditions; and medical knowledge. The project was implemented by 
collaborative networks of the participating national experts and rep-
resents the first full-scale attempt to use national micro-datasets on 
national patient records to compute comparable cross-sectional data. 
In this respect, the project can be seen as a feasibility study to examine 
what relevant information was available in different countries (Moise 
2001). However, patient-level data on well-defined and casemix-ad-
justed episodes were not available so consideration of outcomes was 
rudimentary.

The TECH Network’s aim was to study the variation in medical 
technology diffusion; the policy determinants of differing patterns; 
and the resulting consequences for health outcomes in developed 
countries. The Network consists of clinicians, health economists and 
policy-makers from seventeen nations. They have developed a multi-
national, standardized summary data set of acute myocardial infarc-
tion patients to analyse heart attack procedure utilization; the patient 
co-morbidity burden; mortality; and demographic characteristics over 
time and across nations. The data limitations were formidable as most 
of the participating countries could produce only unlinked event-based 
administrative or observational data. Longitudinally linked person-
based data could be obtained from only seven countries. 

Many challenges must still be overcome before reliable comparative 
studies can be undertaken across countries. Firstly, each disease will 
require an internationally comparable clinical protocol for measuring 
an episode to be defined. This should set out inclusion criteria (for 
example, first-ever cases); definitions of the beginning and end (fol-
low-up) of an episode; and definitions of outcome measures. Secondly, 
comparable information for measuring inputs and cost must be col-
lected, likely in several stages (Mogyorosy & Smith 2005): identifi-
cation of resource items used to deliver particular services; selection 
of the unit of measurement of each resource item; measurement of 
resource items in natural units; ascribing monetary value to resource 
items; and expressing results in a single currency.

The disease-based approach is attractive for international produc-
tivity analysis but its usefulness is dependent on the following.
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•	 Possibility	of	linking	hospital	discharge	register	to	other	databases.	
This requires a unique personal identification number and the legal 
possibility (confidentiality constrictors) to perform linkages.

•	 Availability	of	comprehensive	register	data.	Register-based	data	are	
usually available for inpatient care but not primary care and the use 
of drugs. Hence the data are most useful for well-defined acute con-
ditions (e.g. acute myocardial infarction, stroke) but not chronic 
conditions (e.g. diabetes). 

•	 Possibility	of	 obtaining	 good	quality	 comparative	 input	 and	 cost	
data. In the ARD project, reservations have been expressed about 
the quality of cost data (Triplett 2002) collected from available 
administrative data on expenditure, costs and charges (Moise & 
Jacobzone 2003). The vignette method developed for interna-
tional comparison of inpatient care is too crude for a disease-based 
approach since it is based on costing some typical cases. A better 
option will be to explore the methods developed for gathering com-
parable cost data for economic evaluations conducted on a multi-
national basis (Wordsworth et al. 2005) in order to meet the many 
challenges related to costing (Mogyorosy & Smith 2005).

Meso-level analysis of organizational efficiency

Productivity and efficiency analysis is generally conducted at orga-
nizational level. Health-care organizations use costly inputs (labour, 
capital, etc.) to produce valued outputs. Analysis is concerned with 
measuring the competence of this production process and relies on 
comparison of organizations that produce a similar set of outputs.  
If inefficiency can be revealed, it may be possible to improve the pro-
vision of health services without the need for additional resources.  
A number of challenges are associated with measuring organizational 
efficiency. The following are discussed in more detail below: 

•	 defining	comparable	organizations
•	 identifying	the	production	frontier
•	 controlling	for	exogenous	production	constraints.

Defining comparable organizations

Relative efficiency analysis requires comparison of organizations 
engaged in similar production processes. This is especially difficult 
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in contexts where the production process is characterized by varying 
degrees of vertical integration. It is particularly important to ensure 
that the entire production process is being analysed when several 
organizations are involved. Variations in the boundaries that define 
relative contributions to joint production may be a major reason why 
organizations have differing efficiency. For example, consider an anal-
ysis of the efficiency of care delivered to patients with head injury.  
The organization of care between the trauma and orthopaedics (T&O) 
department and the intensive care unit (ITU) may differ substantially 
between hospitals – some T&O departments have more step-down 
high dependency beds in order to relieve pressure on the ITU. If the 
unit of analysis is confined to the T&O department and the ITU’s 
contribution is ignored, T&O departments that have made greater 
investments in high dependency beds will appear relatively inefficient 
although in reality they will have a better joint production process. 
This illustrates why sound inferences about relative efficiency cannot 
be made unless the analyst compares like with like.

Identifying the production frontier

As mentioned earlier, the gold standard or technically feasible produc-
tion frontier is unknown. Analysis relies on estimation of an empirical 
frontier based on observed behaviour. Two main analytical techniques 
are available to assess efficiency – data envelopment analysis (DEA) 
and stochastic frontier analysis (SFA) (Jacobs et al. 2006).

DEA and SFA use different approaches to establish the location and 
shape of the production frontier and to determine each organization’s 
location in relation to the frontier. SFA takes an indirect approach 
by controlling for supposed influences on output and contending that 
unexplained variations in output are due to inefficiency, at least in 
part. Standard econometric models are concerned with the explana-
tory variables but SFA models extract organization-specific estimates 
of inefficiency from the unexplained part of the model – îε  (see Box 
2.7.1). The implication is that standard econometric tools to test model 
specification cannot be applied to SFA models because of the inter-
pretation placed on îε  and because organization-specific rather than 
average estimates are required. This requires untestable judgments to 
be made about the adequacy of stochastic frontier models and the 
inefficiency estimates they yield (Smith & Street 2005).



242 Dimensions of performance

DEA establishes the location and shape of the frontier empirically. 
The outermost observations (those with the highest level of output 
given their scale of operation) are deemed efficient. In Fig. 2.7.2, both 
P1 and P2 would be considered fully efficient under DEA; under SFA 
both organizations might be considered to exhibit some degree of inef-
ficiency. DEA is highly flexible –by plotting the outermost observations 
the frontier moulds itself to the data. However, this has the drawback 
of making the frontier sensitive to organizations that have unusual 
types, levels or combinations of inputs or outputs. These will have a 
scarcity of adjacent reference observations and may result in sections 
of the frontier being positioned inappropriately.

The flexibility of DEA might be thought to increase its value over the 
SFA method but this is offset by two key differences in how these tech-
niques interpret any distance from the frontier. Firstly, DEA assumes 
correct model specification and that all data are observed without 
error; SFA allows for the possibility of modelling and measurement 
error. Consequently, even if the two techniques yield an identical fron-
tier, the SFA efficiency estimates are likely to be higher than those 
produced by DEA. Secondly, DEA uses a selective amount of data to 
estimate each organization’s efficiency score. It generates an efficiency 
score for each organization by comparing it only to peers that produce 
a comparable mix of outputs. This has two implications. 

1. Any output that is unique to an organization will have no peers 
with which to make a comparison, irrespective of the fact that it 
may produce other common outputs. An absence of peers results 
in the automatic assignation of full efficiency to the organization 
under consideration. 

2. When assigning an efficiency score to an organization that does 
not lie on the frontier, only its peers are considered. Information 
pertaining to the remainder of the sample is discarded. 

In contrast, SFA appeals to the full sample information to estimate 
relative efficiency and (in addition to making greater use of the avail-
able data) makes the sample’s efficiency estimates more robust in the 
presence of outlier observations and atypical input/output combina-
tions. But this advantage over DEA is mainly a matter of degree – 
the location of (sections of) the DEA frontier may be determined by  
outliers, but outliers also exert influence on the position of the SFA 
frontier. Moreover, there are no statistical criteria for sorting these 
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unusual observations into outliers or examples of best practice (Smith 
& Street 2005).

Controlling for exogenous production constraints

In Chapter 3.3 Terris and Aron (2009) emphasize that many factors 
might influence the observed performance of an organization and the 
importance of these situational factors is often under-emphasized. 
These factors may influence the organization’s production frontier and 
constrain the amount of output it is able to produce for a given level of 
input. The frontiers for organizations operating in difficult situations 
will lie inside those of more favourably endowed organizations. For 
instance, hospital performance may be related to local socio-economic 
conditions or the organization of community care.

There is considerable debate about which situational factors are 
considered to be controllable. An analyst’s choice will depend on 
whether the purpose of the analysis is short run and tactical or lon-
ger run and strategic. In the short run, many factors are outside the 
control of an organization; in the longer term a broader set of fac-
tors is potentially under an organization’s control but the extent and 
nature of this control will vary with the context. In whatever way the 
uncontrollable environment is defined, it is usually the case that some 
organizations operate in more adverse situations than others, that is – 
external circumstances make it more difficult to achieve a given level 
of attainment. 

Opportunities for meso-level efficiency analysis

The main requirements for meso-level analysis are that the organiza-
tions are comparable and outputs are defined in such way that the 
patient casemix can be standardized. At present, hospitals (or their 
departments) and nursing homes are most commonly studied as they 
meet these requirements most closely (Häkkinen & Jourmard 2007). 
Moreover, information systems are usually most sophisticated in the 
hospital sector and hospital level discharge data are available in many 
countries. Unique personal identification numbers allow patients to 
be followed along their care pathways and enable quality measures 
(e.g. readmission, complication, mortality) to be included in analyses 
(Carey & Burgess 1999; McKay & Deily 2005 & 2007).
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Conclusion

Productivity and efficiency analyses consider the use of health-care 
resources and whether there is scope for better utilization. Productivity 
and efficiency have been defined in this chapter, noting that the former 
is a measure of the ratio of output to input while the latter incor-
porates the concept of what level of production might be technically 
feasible.

There are major challenges in measuring productivity and efficiency 
in health care, whether measuring the whole health system; organiza-
tions within it; or specific types of disease. The most significant chal-
lenges relate to the measurement of output although there has been 
much development, including improved categorization of patients and 
increased availability of register-based data which enable patients to 
be tracked over time and across settings. However, there is still a lack 
of routine data about health-care’s impact on health outcomes and the 
moves to address this deficiency are to be encouraged.

Productivity analysis at health system level is often undertaken to 
inform national accounts and has been designed for a variety of ana-
lytical and policy purposes (macro-economic management; assessing 
overall economic performance and welfare). One explicit aim has been 
to develop measures of productivity in the health sector and its sub-
sectors that can be compared with other sectors in the economy. The 
adoption of direct volume measurement has improved what is captured 
in the national accounts (OECD 2001). Nevertheless, there is some 
way to go before these accounting measures fully capture changes in 
health system productivity over time and enable sound international 
comparisons. Methodological challenges include the measurement 
of health outcomes, how to quantify and value outputs and how to 
account for quality change (Smith & Street 2007).

A disease-based approach may provide useful insight, especially if 
it allows analysis of health gain. Moreover, the development of elec-
tronic patient record systems may make it feasible to construct care 
pathways for patients who receive care from multiple providers over 
extended time periods. For comparative purposes, standardized defi-
nitions of activities and classifications describing the treatments (i.e. 
diagnosis, procedures) are required. There are analytical challenges 
concerning attribution, notably how to deal with co-morbidities and 
how to identify the resources devoted to a specific disease.
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Numerous studies have considered the efficiency of health-care 
organizations, employing empirical techniques to make comparative 
statements about relative performance. Studies have become more 
sophisticated over time as better data have allowed improved specifi-
cation of the production process; greater consideration of the quality 
of output; and better understanding of the situational factors that may 
act as constraints on production. Despite these improvements these 
analyses have limited impact on policy and practice, mainly because 
of concerns about reliability (Hollingsworth & Street 2006). Greater 
confidence can be gained by undertaking sensitivity analysis; estimat-
ing confidence intervals; and, most importantly, by cautious interpre-
tation of results. 

Given the fundamental analytical challenges described in this chap-
ter, rather than claiming that inefficient behaviour can be identified 
precisely, we should be pursuing the more modest ambition of sorting 
the inefficient from the efficient. Migration from the first group to 
the second can then be encouraged by applying regulatory pressure; 
designing financial incentives; or simply sharing examples of best prac-
tice. By systematically detailing the use of resources, productivity and 
efficiency analyses can contribute to better targeted policy-making.
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